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of artificial intelligence (Al), explainable AT (XAI) has produced a vast collection
practitioners to build XAI applications. With the rich applicaticn opportunities,
entists or researchers to comprehend the models they are developing, to become
it Al deployed in numerous domains. However, explainability is an inherently
brace human-centered approaches. Human-computer interaction (HCI) research
ung increasingly important. In this chapter, we begin with a high-level overview
ectively survey our own and other recent HCI works that take human-centered
id methodological tools for XAIL We ask the question " what are human-centered
it they play in shaping XAl technologies by helping navigate, assess and expand

xplainability needs, to uncover pitfalls of existing XAl methods and mform new

iuman-compatible XAL

An overview of recent HCI works on XAl
https://arxiv.org/abs/2110.10790



What are human-centered
approaches doing for XAl?

Human-Centered Explainable Al (XAl): From Algorithms to User Experiences

Q. VERA LIAO’, Microsoft Research, Canada
KUSH R. VARSHNEY, IBM Research, United States

(Rook Chapter Draft 10/2021) As a technical sub-field of artificial intelligence (Al), explainable AT (XAI) has produced a vast collection
of algorithms, providing a toolbox for researchers and practitioners to build XAl applications. With the rich application opportunities,
explainability has moved beyond a demand by data scientists or researchers to comprehend the models they are developing, to become
an essential requirement for people to trust and adopt Al deployed in numerous domains. However, explainability is an inherently
human-centric property and the field is starting to embrace human-centered approaches. Human-computer interaction (HCI) research
and user experience (UX) design in this area are becoming increasingly important. In this chapter, we begin with a high-level overview
of the technical landscape of XAl algorithms, then selectively survey our own and other recent HCI works that take human-centered
approaches to design, evaluate, provide conceptual and methodological tools for XAIL We ask the question “ what are human-centered
approaches doing for XAI” and highlight three roles that they play in shaping XAl technologies by helping navigate, assess and expand
the XAl toolbox: to drive technical choices by users’ explainability needs, to uncover pitfalls of existing XAl methods and nform new

methods, and to provide conceptual frameworks for human-compatible XAL



The quest for explainable Al (XAl

Companies Grapple With AI’s Opaque Decision-Making Process

We Need Al That Is Explainable,
Auditable, and Transparent

Why “Explainability” Is A Big Deal In Al /
\
From black box to white box: Reclaiming human =
power in Al pu=
-
How Explainable Al Is Helping T\l

Algorithms Avoid Bias
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A large collection of XAl algorithms: aiming to
\ make models understandable
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A Survey of Methods for Explaining Black Box Models Explanation Methods in Deep Learning:
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In recent years, many accurate decision support systems have been constructed as black boxe
systems that hide their internal logic to the user. This lack of explanation constitutes both a prac
ethical issue. The literature reports many approaches aimed at overcoming this crucial weakness,
at the cost of sacrificing accuracy for interpretability. The applications in which black box decis:
can be used are various, and each approach is typically developed to provide a solution for a speci
and, as a consequence, it explicitly or implicitly delineates its own definition of interpretability a
tion. The aim of this article is to provide a classification of the main problems addressed in the lite
respect to the notion of explanation and the type of black box system. Given a problem definit
box type, and a desired explanation, this survey should help the researcher to find the proposals

Abstract

Issues regarding explainable Al involve four components: users, laws & regulations, expla-
nations and algorithms. Together these components provide a context in which explanation
methods can be evaluated regarding their adequacy. The goal of this chapter is to bridge the
gap between expert users and lay users. Different kinds of users are identified and their con-
cerns revealed, relevant statements from the General Data Protection Regulation are analyzed
in the context of Deep Neural Networks (DNNs), a taxonomy for the classification of existing
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What are human-centered
approaches doing for XAl?

- How to make XAl human-centered”
- What are the current trends and important problems®

- How should Al and HCI communities work together?



My lenses

() >
Ln

Trusted Al

FATE: Fairness,
Accountability,
Transparency, and Ethics
in Al

(Cognitive) human-computer interaction

Intersecting with Al researchers and
practitioners



Llemn

Fents Community

Al Explainability 360 Cpen Source Toolkit

This ex:ens ble ocpen sourca toolkit can halp you comprenhend how machine leaming models predict latels by various means throughout the Al apolication lifecycle. Containing

eight state-of-the-art algorithms for interpretable machine learning as well as metrics for explainability, it is designec to translate algorithmic research from the lab into the

actual practice of domains as wide-ranging as hinance, human capital management, healthcare, end education. We invite you to use it and imprave it.

API Deccs Get Code

Not sure what to do first? Start here!

Read More Try a Web Demo

Learn more asoul
explainabilily concepts, explaining mode's o
terminalogy, anc tools before consumers with diffarent
ycu begin. parsonas inan Interactive
wek demo that shows &
sample ot capabilit es
availlable in thie toolkit.

Step theough the process of

Watch Videos

Watch videos to learm more
about AT Explainability 360
tcolkit,

Read a Paper

Read a paper describing how
we designzd A
Explairability 360 toclkit.

https://aix360.mybluemix.net/

Use Tutorials

Step thrcugh a set of in-
depth examples that
ntroduce develozer:s to coda
that explains data and
mogdels in different industry
and applicatinn domains.

Ask

Joing
360S
qQuestt
and 1t
YCou u!



Skater A L I B I Hzo.C]i Products Solutions Customers Partners Support Company Free Trial

Skater is a unified framework to enable Model Interpret:
learning system often needed for real world use-cases(

for all forms models). It is an open source python library Key Capabi I itieS Of OU I' MaChine Learning I nterp retabi I ity
both globally(inference on the basis of a complete data —

Shapley

k-LIME

Al Explainability 360 Open Source Toolkit

Surrogate Decision Trees
This extens ble cpen sourca toolkit can help you comprehend how machine leaming models
eight state-of-the-art algorithms for interpretable machine learning as well as metrics for ex|
actual practice of domains as wide-ranging as inance, human capital management, healthca

Partial Dependence Plot

LOCO

~ g o - .
AFI Dccs ~ Get Code -~ [DJfY What-If Tool demo - regression model for predicting age - UCI census income dataset

500 datapoints loaded 438

Datapoint editor Performance Features

Scatter | Y-Axis
~  (default) -

Not sw
. - . e e o
= A growing number of XAl toolkits making XAl
Learns . . . .
algorithms accessible for practitioners
ycu be
— 7
- R
s |-

InterpretML - Alpha Release

license ML python 3.6 | 3.7 | 3.8 build  passing

@ In the beginning machines learned in darkness, and data scientists
struggled in the void to explain them. Model Interpretability for PyTorch

@) Captum

Captum

Let there be |lght. | INTRODUCTION GET STARTED | TUTORILS |

InterpretML is an open-source package that incorporates state-of-the-art machine learnin
interpretability techniques under one roof. With this package, you can train interpretable gl
models and explain blackbox systems. InterpretML helps vou understand vour model's glol KEY FEATURES



Directly
interpretable
model

Post-hoc
explainability

Generalized Linear Rule Model

Explaining the Explaining a Inspecting
model (global) decision (local) counterfactual

P LB X
XXJ *If {debt percentage
- - under 30%},

o o &0 you will no longer be
e® ¢ 9500 predicted of high risk
T % P te !f.

Model distillation Feature importance Counterfactual explanation

Check out our CHI2021 Course materials, with links to AIX360 code libraries:
https://hcixaitutorial.qgithub.io/
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HCXAL bridging work from XAl algorithms to user experiences
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XAl techniques Real-world XAl systems?

Built by practitioners
Serving many domains and user groups



HCXAL bridging work from XAl algorithms to user experiences

" -+ '." \ . 5 ALIBI )
Crig Pr c . ) A - XPLAIN .
XAl algorithms XAl toolkits ' ; : | l [— O\ /O\e

A toolbox of XAl techniques Real-world XAl systems?

Built by practitioners
Serving many domains and user groups



What are human-centered
approaches doing for XAl?

* Navigate the toolbox: Drive technical choices by

users’ explainability needs

* Assess the toolbox: Uncover pitfalls of existing

XAl methods through empirical studies

e Expand the toolbox: Inform new methods and

conceptual frameworks for human-compatible XAl



Navigate the toolbox: Characterizing the
space of users’ explainability needs



VWho are the prototypical users of XAl?

Requlatory bades

* Model developers, to improve or debug E’mT_' & o

+ Why tnist/aonti= .J ::'ll l
the model. e ¥ ¥ i

» Decision-makers, who are direct users, to el <_E_> 2132

make informed decisions. " S p e.u.@,n,ﬂl,,m .
d lp Lo log prn:ar fccr—
* Impacted groups, whose life could be pram

impacted by the Al, to seek recourse or (Hind et al, 2019)
contest the Al.

- = . T T vt e bt e 1
* Business owners or administrators, to - T

assess an Al application’s capabillity, :,,,-.'{,'::.““V“;"."';""""“"'."un_“}’“ /..:'

larget nudience =
regulatory compliance, etc. ﬁ
, NN

* Regulatory bodies, to audit for legal or s S N7 el

earpeante Al appliratwas Ly

ethical concerns such as fairness, safety, (Arrieta et al, 2019)
privacy, etc.

i
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~ersona IS Not enougn: user objectives

Phases of the ML Lifecycle where Interpretability Objectives Occur

Goals & Objectives Development Deployment Immediate Usage Downstream Impact

G1: Understanding

G2: Trust

O1: Debug & improve

02: Compliance w/ regulations

03: Act based on output

O4: Justify actions

05: Understand data usage

06: Learn about a domain

O7: Contest decision

Suresh et al. Beyond Expertise and Roles: A Framework to Characterize the Stakeholders of Interpretable Machine Learning and their Needs. CHI 2021



—xplainability needs expressed as questions

Task Users who may
objectives | engage in this task

: Model Developers.
To improve or i Some applications would also
debug the model i allow other user groups to

: perform this task

...................................................................................................................................................................................................................................

: : i - Is the Al's performance good enough? What are the risks and
To evaluate Al's N
capability and form i All user groups can engage in i  limitations?

apabiity a : this task at some point i - What kinds of output can the Al give?
appropriate trust ! :

: - How does the Al work? Is it reasonable?

...................................................................................................................................................................................................................................

: ; i - Why is this instance predicted to be X?
To mgke informed : Decision-Makers, Impacted i - Why is this instance not predicted to be Y?
decisions or take Groups, and more .- How to change this instance to be predicted Y?
better actions i - How to make sure this instance remains to be X? What change is

...................................................................................................................................................................................................................................

- How does the Al make predictions? What can | supply or change for
it to work well?

Example questions they may ask the Al

- Is the Al's performance good enough?
i - How does the Al make predictions? How might it go wrong?
i - Why does the Al make such a mistake?

To adapt usage or Decision-Makers, Business

control  Owners, and more - What if | make this change?
; - : : - How does the prediction task work? What are the key features to

To learn new : Decision-Makers, Business : .

knowledge about a | Owners, Impacted Groups, and conS|d_er?' s

domain ' more ’ : - What if this feature changes? How does it impact the outcome?

42 Why s this instance not predicted to be Y as | would expect?

To ensure ethical : - How does the Al make predictions? Are there any legal/ethical

. All user groups can engage in R ) :
or legal Lo ) concerns, such as discrimination, privacy, or security concerns?
: this task at some point

compliance § - Why are the two instances/groups not treated the same by the Al?

Check out my_blog post with IBM Data & Al

Lim and Dey. Toolkit to support intelligibility in context-aware applications. UbiComp 2010
Graesser et al. Question-driven explanatory reasoning. Applied Cognitive Psychology (1996)


https://medium.com/ibm-data-ai/building-explainable-ai-applications-with-question-driven-user-centered-design-36b71f15e506

Navigate the toolbox: User-centered
Question-Driven XAl Design

Liao et al. Questioning the Al: Informing Design Practices for Explainable Al User Experiences. CHI 2020 8
Liao et al. Question-Driven Design Process for Explainable Al User Experiences. (\WWorking paper)



https://arxiv.org/abs/2001.02478
https://arxiv.org/abs/2101.04719

Where we started: Research into XAl Design Practices

Research questions:

 WWhat is the design space
of XAl UX?

 What are the design
challenges?

Liao et al. Questioning the Al: Informing Design Practices for Explainable Al User Experiences. CHI 2020 g



https://arxiv.org/abs/2001.02478

\Vethodology

* Interviewed 20 designers working on 16 Al

products

1. Walk through the Al system

2. Common questions users might ask

3. Discuss each question card

4. General challenges to create XAl products

Inspecting what if changing a case/counterfactual questions: what
if, how to be that, how to still be this

- What would the system predict if the case changes to...?

- How should this case change to get a different prediction?

- What are the scope of changes permitted for this case to still get the
same prediction?

- What kind of cases get a different/same prediction?

Other category (add your own question)

Understanding the model globally: How does the system make

predictions (overall logic)?

- What algorithm is used?

- What rules does the system use to make predictions?

- What features does the model consider or not consider?
- How does the model weigh/reason with these features?

Understanding prediction for a particular case: Why this? Why not
that?

- Why is this case given this prediction? Why is it NOT predicted that?
- What feature(s) of this case lead to the model's prediction for it?

- What kind of cases are predicted this?

- Why are [cases A and BPgNen the same prediction?

- Why are [cases A and B] given different predictions?

Understanding input (training data): What kind of data does the
system learn from?

- What is the source of the data?

- How are the labels/ground-truth produced?

Understanding output: What kind of output/predictions does the
system give?

- What does the system output mean?

- How can | use the output of the system?

Understanding model performance and certainty: How
accurate/reliable are the system’s predictions?

- How often does the system make mistakes?

- When/under what situation is the system likely to be correct/wrong?




XAl Algorithms

Opportunities for new methods

* Explain data limitations and
generalizability

 Explain output of multiple models
 Explain system changes

* Multi-level global explanations

* Interactive counterfactual explanations
e Social explanations

* Personalized and adaptive
explanations

XAl UX

Design guidelines to address user needs
Input: Provide comprehensive transparency of
training data, especially the limitations

Output: Contextualize the system’s output in
downstream tasks and the users’ overall workflow

Performance: Help users understand the
limitations of the Al and make it actionable

Global model: Choose appropriate level of
details to explain the model

Local: Distinguish between “why not” and “why”

Counterfactuals: Consider opportunities as utility
features for analytics or exploration

Liao et al. Questioning the Al: Informing Design Practices for Explainable Al User Experiences. CHI 2020
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Data

Output

Performance

How
global model-wide
explaraticn)

XAl Question Bank

* Why/how is this instance given this prediction?
¢ Wha: featurs(s) of this instance determine the system's prediction

What kind of data was the system trained on?
What is the source of the training dala?

How were the labels/ground truth produced?

What is the sample size of the training data”

What dataset(s) 1s the system NOT using”

What are the potential limitaticns/biases of the data?
What is the size, proportion, or distribution of the
training data with given feature(s)/feature-value(s)?

¢ What Kind of output does the system give?

¢ What does the system cutput mean?

¢ What is the scope of the system’s capability? Can it

do...”?
How is the output used for other system
component(s) ?

¢ How should I best utilize the output of the system?
¢ How should the output fit 11 my workflow?

How accurate/precise/reliable are the predictions?
How often does the system make mistakes?

® In what situations is the system likely to be comect/

incorrect?

¢ What are the limitaticns of the system?
¢ What kind of mistakes 's the system likely to make?
® [sthe system’s performance 2ood enough for...?

* How does the system make predictions?
¢ What featurcs docs the system consider?

® I; [feature X] used or not used for the
predictions?
What is the system’s overall logic?
® How coes it weigh different features?
® What kind of rules does it follow?
® How coes [feature X] impact its predictions?
® What are the top rules/features that determune
its predictions?
What kind of algorithm 1s used?
® How were the parameters set

Why not

How to be that

(e different prediction)

How to still be
this
(the curent prediction)

What If

Others

of 7
Why are ['nstarce A and R] given the same prediction?

Why is this instance NOT predicted to be [a different outcome
QP

* Why is this instance predicted [P instead of a different outcome Q|7

Why are [.nstarce A and B) given diffarent predictions?

How should this instance change to get a different prediction Q?
What 1s the minimium change required for this instance to get @
different pred:ction Q?

How should a given feature change for this instance to get a differen
predicticn Q?

What kind of instance is predicted of [2 cifferent outcome Q]?

What is the scope of change permitted for this instance to still
get the same prediction?

What is the range of value permitied for a given feature for this
prediction to stay the same?

What is the necessary feature(s)/feature-value(s) present or absent to
gcuarantee this prediction”

What kind of instance gets the same prediction?

What would the system predict if this instance changes to...?
What would the system predict :f a given feature changes to...?
What would the system predict for |a ditferent insiance|”

How/why will the system change/adapt/improve/drift over ima”
(change)

¢ Can l,and if s0, how do [, inprove the system? (improvement)
¢ Why is the system using or not using a given algorithm/feature/rule/

dataset? (follow-up)

Wha! does |a machine leaming terminology| mean?
(terminolcgical)

What are the results of other people using the system? (social)

Liao et al. Questioning the Al: Informing Design Practices for Explainable Al User Experiences. CHI 2020 g
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Global how
(global model-wide)

Describe the general model logic as feature impact*, rules* or decision-trees®
(sometimes need to explain with a surrogate simple model)

If the user is only interested in a high-level view, describe what are the top features
or rules considered

ProfWeight*+e, Global Feature
Importance*, PDP*, DT Surrogate®

Describe how features of the instance, or what key features, determine the model’s
prediction of it*

LIME*, SHAP*, LOCO*, Anchors™,
ProtoDash®

(a different prediction)

Or show prototypical examples* that had the alternative outcome

Why + Or describe rules* that the instance fits to guarantee the prediction+
+  Or show similar examples® with the same predicted outcome to justify the model’s
prediction
+ Describe what features of the instance determine the current prediction and/or with |CEM* , Counterfactuals,
Why not what changes the instance would get the alternative prediction* ProtoDash* (on alternative

prediction)

How to be that
(a different prediction)

Highlight feature(s) that if changed (increased, decreased, absent, or present) could
alter the prediction to the alternative outcome, often with minimum effort required*

Or show examples with minimum differences but had the alternative outcome*

CEM?*, Counterfactuals+, DiCE+

How to still be this
(the current prediction)

Describe features/feature ranges* or rules™ that could guarantee the same
prediction

Show examples that are different from the particular instance but still had the same
outcome

CEM*, Anchors*

Suggest how the output should be used for downstream tasks or user workflow

What if «  Show how the prediction changes corresponding to the inquired change of input PDP, ALE
+ Provide performance metrics of the model Precision, Recall, Accuracy, F1,
Performance  Show .uncertaint.y information for e.atlzh Prediction AUC | -
- Describe potential strengths and limitations of the model Uncertainty Qauntification 360
FactSheets, Model Cards
+ Document comprehensive information about the training data, including the source, |FactSheets, DataSheets
Data provenance, type, size, coverage of population, potential biases, etc.
+ Describe the scope of output or system functions. FactSheets, Model Cards
Output )

Questions as re-framing the technical space of XAl
Questions as "boundary objects” supporting designer-engineer collaboration

Liao et al. Question-Driven Design Process for Explainable Al User Experiences. (\Working paper)
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Challenges for practitioners: “in the dark” design
DrOCESS

 Challenge navigating the technical capabilities

aa
finding the right pairing to put the ideas of what's right for the user

together with what's doable given the tools or the algorithms

e Communication barriers and implementation cost
impeding buy-in from data scientists and the team

% It remains in this weird limbo where people know it's important.
People see it happen. They don't know how to make it happen.
And everybody's feeling their way in the dark with no lights.

Liao et al. Questioning the Al: Informing Design Practices for Explainable Al User Experiences. CHI 2020
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Question-Driven XAl Design

|dentify user
gquestions ...

Elicit user needs for
XAl as questions

Also gather user
intentions and
expectations for
asking the questions

Designers,
users

Liao et al.

Analyze
. questions

Cluster questions into
categories and prioritize
categories for the XAl UX
to focus on

Summarize user intentions
and expectations to identify
key user requirements

Designers,
product team

Map questions  Iteratively

to modeling design and
solutions "evaluate
Map prioritized question Create a design including
categories to candidate XAl iha candidate elements
techniques as a set of identified in step 3
functional elements that the
design should cover lteratively valuate the

_ _ design with the user
A mapping guide for requirements identified

supervised ML is provided o step 2 and fill the gaps
for reference

Designers, data Designers, data
scientists scientists, users

(Working paper)


https://arxiv.org/abs/2101.04719

Cmergency Deot 0
Hogpital Acquirac 0
Coxitons M

3c Whv : <« Decreases ris

Chereson Comorkid ty
Drcheex (0 points. 13 %]

Mo Disorders tvw)
CO Visits (4]
COPD (Lue)

Age <80

" Ths 15 made up patient data, No FHI i ncluded

K

o

Pisk steae confidence

Ircreases n

Gao

(e/-

%) (@)

Factors that contribute to the risk of admission

RDSON, Steva age She Hace Char son Somorked ty Inchex
MRN: 111111 78 M Black COFD, FVD, Type 2 LM (2% 10-pear survival)
‘ " lllllllllllllllllll ﬁ:
- History '+ 30dayrisk of all cause admission | l.Data vewouasouces
]
Lastizmo 20 cav sdmission risk
Admissions 1 Mcderate High 5 %

320 shance)

Lgav/erage 16%
Borage 13%

« Action impact

NU PHIE IO M YL I
Fnemcniz vaccine

Poople L Stovs whd Fad A premonia vactine
had 2 2orcest port loaer nek

e
' 4. How to be that |
Active sychar
Smoking cessation
Pecpia like 5 ene Ahc don't smolee have a

[EET RN DA WOwWar Ike
. 1 fCART POFE ITAAF Mk Y
Niew PreRiains
Rk “actor 10 iminate
= IVIS TS

Mced dicorders

Al for Explainable Healthcare w1
Adverse Event Risk Prediction |

$moking

10%
4%
-3%

B

(first version)
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Assess the toolbox: Uncovering pitfalls
of existing XAl methods



Pittalls of XAl algorithms

* Disconnect with user objectives and contexts in deployment

- Explainability defined in a vacuum v.s. actionable understanding

- Current proxy evaluation tasks used by Al researchers have limited
evaluative power (Bucinca, 2020; Zhang, 2020)



"Proxy evaluation tasks” disconnect with usage
contexts and objectives

The Al must decide: Is 30% or more of the nutrients on this plate fat?

Fact 30% or more of the nutrients on this plate is not fat,

Here are ingredients that the Al knows the fat content of and recognized as main nutrients:

avocado
bacon

What will the Al decide?

NO, 30% of the netrientson this plate & not fat YES, 30% of the nuttrients on this plate is fat

Proxy task: simulatability test

Bucinca et al. Proxy tasks and subjective measures can be misleading in evaluating explainable Al systems. Ul 2020



"Proxy evaluation tasks” disconnect with usage
contexts and objectives

The Al must decide: Is 30% or more of the nutrients on this plate fat?

Fact 30% or more of the nutrients on this plate is not fat,

Here are ingredients that the Al knows the fat content of and recognized as main nutrients:

avocado
bacon

What will the Al decide?

NO, 30% of the netrientson this plate & not fat YES, 30% of the nuttrients on this plate is fat

Proxy task: simulatability test

Bucinca et al. Proxy tasks and subjective measures can be misleading in evaluating explainable Al systems. Ul 2020



"Proxy evaluation tasks” disconnect with usage
contexts and objectives

The Al must decide: Is 30% or more of the nutrients on this plate fat?

Can | trust this
Al prediction?

Proxy task: simulatability test User objective: appropriate reliance



"Proxy evaluation tasks” disconnect with usage
contexts and objectives

The Al must decide: Is 30% or more of the nutrients on this plate fat?

How can |
improve my diet?

Proxy task: simulatability test User objective: seek recourse action



Pittalls of XAl algorithms

* Disconnect with user objectives and contexts in deployment

- “Explainability” defined in a vacuum v.s. actionable understanding

- Current proxy evaluation tasks used by Al researchers have limited
evaluative power (Bucinca, 2020; Zhang, 2020)

* Disconnect with cognitive processes receiving XAl

- Unwarranted trust and confidence in models

- Inequality of experiences



XAl can lead to unwarranted trust and confidence

Marital Status: Marred, spouse civiian Age: 63
Occupation: Professicnal & specialty Marital Statire Married, spouse aivilian
Race: Asian or Pacific Isander Years of Education: 10
Hours per week: 40 Sex- Maw
Sex: Male Raoce: White
Warkelass: Privata Workclass: Private
Yeas of Education: 10 Occupation: Traft repar
+Aga 27 Hours per week: 35
Base chance Basa chance

Figure 11: Screenshots of explanation for cases where the
model had low confidence.

Showing explanation reduced decision accuracy (Zhang 2020)

Zhang et al. Effect of Confidence and Explanation on Accuracy and Trust Calibration in Al-Assisted Decision Making. FAT* 2020
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XAl can lead to unwarranted trust and confidence

Marital Status: Marred, spouse civiian
Occupation: Professicnal & specialty

Race: Asian or Pacific Isander

Hours per week: 40

Sex: Male

Workclass: Privata
Yeas of Education: 10
Agec 27

Base chance

Age: 63
Marilal Stat s Nariied, spouse avilsan
Years of Education; 10
Sex: Maw
Race: \White
Workclass: Privale
Occupation: Craft repar
Hours per week: 35
Base chance

Figure 11: Screenshots of explanation for cases where the

model had low confidence.

Showing explanation reduced decision accuracy (Zhang 2020)
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“Interpretability tools” for data scientists can lead to over-
confidence in readiness for deployment (Kauer 2020)



XAl can lead to unwarranted trust and confidence

Age: 63

Marital Statirss NMarmied, spouse aivilsan
Years of Education: 10
Sex: Maw
Race: \White

Marital Status: Marred, spouse civiian
Occupation: Professicnal & specialty
Race: Asian or Pacific Isander
Hours per week: 40
Sex: Male
Waorkelass: Privata
+Vea's of Education: 10

Workclass: Privalte
Occupation; Tratt repar
Ages 27 Hours per week: 38
Base chance Basa chance

Figure 11: Screenshots of explanation for cases where the
model had low confidence.

Showing explanation reduced decision accuracy (Zhang 2020)
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“Interpretability tools” for data scientists can lead to over-
confidence in readiness for deployment (Kauer 2020)

Placehic Explaration Real Explanatian

e need these details Based on this information, Even L placebic explan ations,, Can increase

because they are necessary  the algorithm calculates the

gt s e it i trust (Einband, 2019)

generates a corresgonding

nutrition plar sa that you
can rcech your personal
goal.



A blind spot in XAl? Plurality of cognitive processes

Ideal users assumed by

XAl work

f@%ﬂ

SYSTEM 2

Slow Thinking

Read explanations
carefully and able to
understand it

Real users interacting

with Al systems

\
\
| -

SYSTEN\ 1

ast [ hinking

When lacking either
ability or motivation,
Invoke cognitive
heuristics (and biases)



XAl can lead to inequalities of experience

B Expert

% correctly answered tasks

- Al novices had less performance gain but more
I s IlUSOrY satisfaction (Szymanski, 2021)

Textual Visual

Type of explanation

Benefited less from why-explanations in cognitive
resource constraint settings (Robertson, 2021)

f } Decreased task satisfaction for people with trait
of low Need for Cognition (Ghai, 2020)

Ghai et al. Explainable Active Learning (XAL): Toward Al Explanations as Interfaces for Machine Teachers. CSCW 2020



https://dl.acm.org/doi/10.1145/3432934

Expand the toolbox: From algorithmic
explanations to actionable understanding



Paths forward: Cognitively compatible XAl

)

SYSTEM 1

(5

SYSTEM 2

Understand what heuristics are involved in XAl
(Nourani, 2021; Ehsan 2021)

Cultivate and leverage warranted heuristics

Interventions for deeper system 2 processing of
XAl (Bucinca, 2021)

XAl with lower cognitive workload (Springer,
2019; Abdul, 2020)

Developing the design space for XAl
communication



Paths forward: Sociotechnical approaches to XAl

Human-centered Explainable AI: Towards a
Reflective Sociotechnical Approach

Upol Ehsan and Mark O. Ricdl

Gueorgia Institute of Technology
Atlanta, GA 30308, USA
chsanu@gatech.edu, riedl@cc.gatech.edu

e Al systems are sociotechnical

Abstract. Tixplanations s form of post-hoe interpretability  play an

instrumental role in making svstems accessible as Al continues to pro-

liferate complex and sensitive sociotechnieal systems. In this paper, we (« ' Y :
introduce Muman-centered Fxplainable AT (ITCX AT} as an approach that ® The eXp|a| nab|e -to \Nhom and thelr
puts the human at the center of technology design. Tt develops a holis-

tic understanding of *who™ fhe hwman is by considering the interplay '

of values, interpersonal dynamies, and the socially situated nature of SeﬂSe-maklﬂg prOCGSS ShOU'd be
AT systems. In partienlar, we advocate for a reflective soctofechmical ap-

proach. We illnstrate IMOXAT through a case study of an explanation ! !

svstem for non-technical end-users that shows how technical advance- SOC|8.| |y Sltuated

ments and the understanding of human factors co-evolve, Building on

the case study, we lay out open research questions pertaining to fur-

ther refining onr understanding of “who™ the human s and extending

beyond 1-to-1 human-computer interactions. Finally, we propose that a

reflective IICXAI paradigm—mediated through the perspective of Criti-

cal Technical Practice and supplemented with strategies from TICI, such

as valne-sensitive design and participatory design not only helps us un-

derstand our intellectual blind spots, but it can also open up new design

and research spaces,




Paths forward: Sociotechnical approaches to XAl

Customer: Scout Inc.

Product: Access Management (Saas)

Product ID (PID): 43523X

Recommendation: Sell at $100 per account per month

Justification: (ne Al systern considered 1he [ollowing compenents

[2] Queta goals

[0] Comparative pricing: wnat similar customers pay

ror this customer, 3 members of your team received pricing recommendations in past sales.
However, 1 out 3 have sald at the recommended price. Click to see more detalis.

(0] Cost: $55 /account/month ﬂ
|

&

4W

What

\Who
Why

wWwhen

Eric C.

= Sales NManager XZg9)

Jess W.
2325 Directer RE4S)

0

Action: Rz cct Recommendation = Outcome: No Zalc
Comment: Lang-term profitzble customer, mzin revenue from a differant vertical
sellirg al cos? orice 1o maintain relationship

W Jct2 2016

Action: Accept Recommendat on = Outcome: 5ale

Comment: Recommendzd pric2 alignec with profit marging. customer f2it the pric2
was “air

& Cec14, 2019

Action: k= =c7 Recommendation < Outcome: Cale
Comment: Covid-13 pandamic mode; cannct lose long-tarm profitable customar;
offered 1C% below cost price

W May 6 2020

Ehsan et al. Expanding Explainability: Towards Social Transparency in Al systems. CHI 2021 8
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Paths forward: Building on theories of human explanations

Functional
capacities
-

Information Exol tool
{\J requirements b b

% Impression
management
J processes

Information \ Pragmatic
access Explainer ‘ goals

Malle’s process model of explanation
selection (Miller, 2019)

Information

processes EXPLANATION

\
|
|
\

’l

L
| saw People shoeld Reasan and Explain |

= Explboaten paals -
fitercamex | perwes 2 sl bewen | predict sed coct ol
trarsparsrcy |inprose decieoce | debag made! | socecate bruct

* IeceEy and reasoning
decvor | arddogy | deductien
widu ion iy pothetico dodutive modd

r
* Capesl explysarion and cqausal anriburion
. .
cerrasdve | coamerfacinal | Mxrbacione

* - Ratsomal cholce dacksons

govbabiiny | rok | ecpocied ubilitye
\—F
I Hlow People acusally Reason (with Errors) I
Dax p|~.- ------ sl
v 1 Uindeiny | basl bca S hsysdian Zthenkig [slaw, ruliinad)

utrr Heurstic Blases

e s esenative s | araabiboaty fasdecng | coafliputioe

= Sydem £ Weshneswsy
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Models of normative and natural reasoning
(Wang et al., 2019)

e

(Expert)

provides

Explainer O Explainer e

Declarative
Knowledge

Johnson’s model of the collaborative explanation

Q: Beom_Qusshon E. Begn Seplanal on
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Explunce 2= med -  Goumer Argument ‘
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~d_try. ment
En. Exclnibiong
®
Explanation dialogue model
(Madumal et al., 2019)
[Model of the Explanation of a Procedure
Subgoal Subgoal is Near
Beginning Compleetion

Explainer Explainer Explainer
(Expert) (Expert) ’ (Expert) " ’ (Expert)
provides D'OJW provides provides

Analogy to 1

Similar Concepts Procedural

More Precise
Procedural
Instructions

Instructions [

process (Mueller et al.,

are fore

2019)



Conclusions: HCI research as bridging work

Human-centered re-framing of

technical spaces

Make responsible use of technical

toolboxes

Expand practitioners’ toolbox with

“design tools”

Engage with deployment contexts and
people’s lived experiences, and bring

back into technical development

46
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