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IBM Research Trusted AI ‘ Home Demo Resources Events Videos Community

Al Explainability 360

This extensible open source toolkit can help you comprehend how machine learning models predict labels by
various means throughout the Al application lifecycle. We invite you to use it and improve it.

API Docs / Get Code /

Not sure what to do first? Start here!

Read More Try a Web Demo Watch Videos Read a Paper Use Tutorials Ask a Question

IBM Research Trusted Al Home Demo Resources Events Videos Community

Al Fairness 360

This extensible open source toolkit can help you examine, report, and mitigate discrimination and bias in machine
learning models throughout the AI application lifecycle. We invite you to use and improve it.

Python API Docs / Get Python Code / Get R Code /

IBM Research Trusted Al Home Demos Resources Videos

Adversarial Robustness 360

The open source Adversarial Robustness Toolbox provides tools that enable developers and researchers to
evaluate and defend machine learning models and applications against the adversarial threats of evasion,
poisoning, extraction, and inference.

IBM Research AI FactSheets 360

Home

Introduction Al FactSheets 360

Methodology

SEIRIIEIEE This site provides an overview of the FactSheet
Examples project, a research effort to foster trust in AI by
increasing transparency and enabling governance.

Overview

Audio Classifier

Nhinrt NatantAr

IBM Research Uncertainty Quantification 360

Home

overview Uncertainty Quantification 360

Demo

Uncertainty quantification (UQ) gives Al the ability to express that
Resources it is unsure, adding critical transparency for the safe deployment
and use of Al This extensible open source toolkit can help you
estimate, communicate and use uncertainty in machine learning
Communicate Uncertainty model predictions through an Al application lifecyle. We invite you
to use it and improve it.

Guidance

Glossary

HCI research as bridging
work: From toolboxes of Al
algorithms to toolboxes of

desigh materials




—xplainaple Al (XA): Definition

Narrow definition: Broader definition:
(comprehensible/intelligible Al)

Techniques and methods Everything that makes Al
that make a model’s understandable (e.g., also
decisions understandable including data, functions,
by people performance, etc.)

XAl is not just ML (also explainable robotics, planning, etc.), but our
current work focuses on explaining supervised ML



Supervised Machine Leaming

Training data set

Label: Label:
Apple Cake
Features: ‘
Color
Shape
Smell

Learning Model
(Using a ML algorithm)

&

New instance

é

Prediction label:
Cake



Supervised Machine Learmning
Training data set  EXplaining data Explaining “model facts”:

Label: Label: performance, limitations,
Apple  Cake / output, etc.

Learning Model
(Usinga ML algorithm)

—

Features: ‘

Color
Shape
Smell

a Prediction Iabel:j
'_ Cake '
i XAl focus: explaining

model decision :

& New instance
e



The quest for explainable Al (XAl

Companies Grapple With AI’s Opaque Decision-Making Process

We Need Al That Is Explainable,
Auditable, and Transparent

Why “Explainability” Is A Big Deal In Al /
\
From black box to white box: Reclaiming human e
power in Al pu
o
. . Y,
How Explainable Al Is Helping ‘i

Algorithms Avoid Bias



XAl In regulation: "rights to explanation’

Limits to based solely on automated processing and
profiling (Art.22)

Right to be provided with iInformation about the logic
involved in the decision (Art.13 (2) f. and 15 (1) h)

GDPR, 2016



XAl In research funding

« We are entering a new
age of Al applications

« Machine learning is the
core technology

« Machine learning models
are opaque, non-
intuitive, and difficult for
people to understand

DoD and non-DoD
Applications

Transportation
Security
Medicine

Finance
Legal
Military

DARPA, 2016

« Why did you do that?

« Why not something else?

+ When do you succeed?

* When do you fail?

* When can I trust you?

« How do I correct an error?



Al Is iIncreasingly used in many high-stakes tasks




Performance-eExplainabllity trade-oft

n average settings

Learning Techniques (today) Explainability
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Directly Post-hoc
explainable model explainability

On back of r of Star of
Australian arlotte’s Charlotte’s
cent coin? eb? Web?

[ e I O e ) )
 Linear model « Deep neural networks
« Decision tree e Ensemble models

« Rule-based model

Breaking the trade-off

Generalized linear rule model
Generalized additive models

11



XAl "post-hoc”/reconstructive algorithm example: LIM

—>

Neural network, not directly explainable

edible

gill-size=broad
0.13

poisonous

odor=foul
0.26

stalk-surface-abo...

Mo.11

spore-print-color=...
0.08

stalk-surface-bel...

Wo.06

Tabul

er data

atheism

Image

12

+

I

+
I

[

!

++I

+ 1

'@
O
o
®e°

L ar

I

LIME (

Ribeiro et al. 2016)

Use a post-hoc XAl technigque

Images (explaining prediction of 'Cat' in pros and cons)

christian

Text with highlighted words

From: johnchad@triton.unm S8l (jchadwic)

Subject: Another request for Darwin Fish
Organization: University of New Mexico, Albuquerque
Lines: 11

ISR - BOSERE - BSSE: ¢riton.unm Fl
Hello Gang,

[BEBEE B8 been some notes recently asking where to obtain the
DARWIN fish.

This is the same question I [lllf and I i} not seen an answer on
the

net. If anyone has a contact please post on the net or email me.

Texts



Post-hoc
explainability

Transparent
model

« Generalized linear
rule model

« Generalized
additive models

. Explaining the

Explaining a Inspecting

model (global) decision (local) counterfactual

- Feature importance « Local contribution - Feature influence
« Rule approximation « Local rules - Contrastive
« Decision tree « Similar instances features
approximation « Counterfactual
instances

Check out our CHI2021 Course materials, with links to AIX360 code libraries:
https://hcixaitutorial.qgithub.io/
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Abstract: Machine learning systems are becoming in
has been expanding, accelerating the shift towar
algorithmically informed decisions have greater pc
most of these accurate decision support systems rem
logic and inner workings are hidden to the user ¢

ABSTRACT At the dawn of the fourth industrial revolution, we are witnessing a fast and widespread
adoption of artificial intelligence (Al) in our daily life, which contributes to accelerating the shift towards a
more algorithmic society. However, even with such unprecedented advancements, a key impediment to the
use of Al-based systems is that they often lack transparency. Indeed, the black-box nature of these systems

Abstract—There has recently been a surge of work in ex- As a first step towards creating explanation mechanisms
planatory artificial intelligence (XAI). This research area tackles there is a new line of research in interpretability, loosel:
the important problem that complex machines and algorithms  gofined as the science of comprehending what a model did (o

ratic le models and learning method allows powerful predictions, but it cannot be directly explained. This issue has triggered a new debate on
d o g . . . - - . explainable Al (XAI). A research field holds substantial promise for improving trust and transparency of
quee A Mu Itidisciplinary Survey and Framework for Design and el i e o
The Evalui =" T T T omies
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Explanation Methods in Deep Learning:
Users, Values, Concerns and Challenges®

A Survey of Methods for Explaining
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(AI) has achieved a notable momentum that, if harnessed
itions over many application sectors across the field. For this
ire community stands in front of the barrier of explainability,

In recent years, many accurate decision support systems have
systems that hide their internal logic to the user. This lack of ex
ethical issue. The literature reports many approaches aimed at ¢
at the cost of sacrificing accuracy for interpretability. The appli
can be used are various, and each approach is typically develope
and, as a consequence, it explicitly or implicitly delineates its ov
tion. The aim of this article is to provide a classification of the m
respect to the notion of explanation and the type of black box
box type, and a desired explanation, this survey should help the

Abstract

Issues regarding explainable Al involve four components: users, laws & regulations, expla-
nations and algorithms. Together these components provide a context in which explanation
methods can be evaluated regarding their adequacy. The goal of this chapter is to bridge the
gap between expert users and lay users. Different kinds of users are identified and their con-
cerns revealed, relevant statements from the General Data Protection Regulation are analyzed
in the context of Deep Neural Networks (DNNs), a taxonomy for the classification of existing
explanation methods is introduced, and finally, the various classes of explanation methods are
analyzed to verify if user concerns are justified. Ovgprgll, it is clear that (visual) explanations can
be given about various aspects of the influence of input on the output. However, it is noted

that avnlanatinn mathadc ar intarfanac far lawr icarce ara miccina and ua cnamilata whish aritaria

brought by sub-symbolism (e.g. ensembles or Deep Neural
1ype of Al (namely, expert systems and rule based models).
in the so-called eXplainable Al (XAl) field, which is widely
ictical deployment of AI models. The overview presented in
id contributions already done in the field of XAlI, including a
r this purpose we summarize previous efforts made to define
1ing a novel definition of explainable Machine Learning that
th a major focus on the audience for which the explainability
yronose and discuss about a taxonomv of recent contributions



XAI in Academia
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README.md

InterpretML -

=3 python 3.6 | 3.7 |
maintained yes

P1 b2 —

o

An abundance of XAl
algorithms

%o

the beginning me
ggled in the voi

Let there be light.

InterpretML is an open-sou
interpretability techniques
models and explain blackb¢
behavior, or understand the

oo ome (@ Captum

XAI in Practice

© ALIBI

IBM Research Trusted Al ‘ Home Demo Resources

Al Explainability 360

This extensible open source toolkit can help you comprehend how machine learning
models predict labels by various means throughout the AI application lifecycle. We invite
you to use it and improve it. ck-

API Docs / Get Code /

Not sure what to do first? Start here!

Read More Try a Web Demo Watch Videos Read a Paper

Learn more about
explainability concepts,
terminology, and tools before
you begin. personas in an interactive

Step through the process of Watch videos to learn more
explaining models to about AI Explainability 360
consumers with different toolkit.

Read a paper descr
we designed AT
Explainability 360 t

b dn Al b -

Toolbox of XAl techniques

From academic research into a practitioners’ toolbox
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XAI in Academia
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Real-world XAl systems? Serving
many domains and user groups
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XAI in Academia S |
Inter-disciplinary perspectives
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 Plurality of motivation for explanation:
sl diagnosis, predicting the future, sense-
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making, justification, reconciling dissonance,
etc.

%o

An abundance of XAl
algorithms

¢

« Explanatory power is recipient dependent,

including the question asked (explanatory
relevance)

« More complexities:

Cognitive HCI Social - The plurality of psychological processes
science sciences

- Socio-technical systems
Philosophy Law

Inter-disciplinary perspectives A
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How to translate?
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ks I = Y

How to translate?

Thread 1: Study and support design practices for XAI UX

Thread 2: HCI research with XAI use cases

21
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ks I = Y

How to translate?

Thread 1: Study and support design practices for XAI UX

Thread 2: HCI research with XAI use cases
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I TR - O

How to translate?

Thread 1: Study and support design practices for XAI UX

Thread 2: HCI research with XAI use cases

Where are the
limitations and
breakdowns?

23



How to translate?

Thread 1: Study and support design practices for XAI UX

Thread 2: HCI research with XAI use cases

Where are the What's beyond the
limitations and toolbox to achieve
breakdowns? understanding?

24



Contextualize XAI algorithms
- Inf gaps and opportunities

T
Designer Y /O\Q

How to translate?

Thread 1: Study and support design practices for XAI UX

Thread 2: HCI research with XAI use cases

Where are the What’s beyond the
limitations and toolbox to achieve
breakdowns? understanding?

25



Thread: HCI Research with XAl Use Cases

T will discuss I might not delve into:

- What use cases « Explanation details

- Why these use cases « Research design and results

- What I have learned But please interrupt if you are curious!



XAl use cases in Al lifecycle

Model Data Task
construction preparation definition Model auditing

27



XAl use cases in Al lifecycle

Model debugging or selection (IUI2021)
XAI user: Data scientist

Model Data Task
construction preparation definition

Explainable active learning (CSCW 2020)
XAI user: Annotator (domain expert)

28

Trust calibration and decision
support (FAT* 2020, CHI 2021 8)
XAI user: Decision-maker

Delegation
support
Automation (ongoing)
XAI consumer:
Domain expert
Model auditing

Fairness assessment (IUI 2019 8)
XAI user: Regulator, impacted
groups



XAl use cases in Al lifecycle

Model debugging or selection (IUI2021)
XAI user: Data scientist

Model Data Task
construction preparation definition

29

Decision aid

Automation

Model auditing



XAl for model debugging and selection
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(a) Screenshot of the Metrics Table showing metrics for four LogisticRegression_2

selected models.
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(Hohman et al, 2019)
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(b) Partial screenshot of the Feature Importance Comparison
View showing 4 of 21 Fl plots.

Narkar et al. Model LineUpper: Supporting Interactive Model Comparison at Multiple Levels for AutoML. 1Ul 2021

(c) Screenshot of the Probability Scatterplot Matrix displaying pair-
wise comparisons of 4 models.



https://arxiv.org/abs/2104.04375

XAl use cases in Al lifecycle

Model debugging or selection (IUI2021)
XAI user: Data scientist

Model Data Task
construction preparation definition

31

Trust calibration and decision
support (FAT* 2020, CHI 2021 8 )
XAI user: Decision-maker

Decision aid

Automation

Model auditing



XAl for actionable decision-making

&

IBM Watson Supply Chain Watson Supply Chain Insights Tr...

Operations Center

Supply for manufacturing Sales for manufacturing  Supply for wholesale  Sales for v

\

{ Filters
CA
SCI A Late Start of Work Order & Late Delivery Expected (Supply)
=) ~
12% 67%
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KPI updated 7 Feb 2019 5:52 AM (GMT) ORDERS KPI updated 23 Jan 2019 7:36 PM (GMT) SUPPLY

’ Users need to know why the system is saying this will be late
because the reason is going to determine what their next action
IS...If it's because of a weather event, SO no matter what you do
you're not going to improve this number, versus something small, if
you just make a quick call, you can get that number down (I-5)

Liao et al. Questioning the Al: Informing Design Practices for Explainable Al User Experiences. CHI 2020 ¥



https://arxiv.org/abs/2001.02478

XAl for numan-Al collaporation and trust calibration

“ There is a calibration of trust, whether people will use it over
time. But also saying hey, we know this fails in this way (I-6)

Liao et al. Questioning the Al: Informing Design Practices for Explainable Al User Experiences. CHI 2020 ¥
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XAl tor trust calibration in decis

Caveat: Explanation can lead to unwarranted trust!

Marital Status: Married, spouse civilian
Occupation: Professional & specialty
Race: Asian or Pacific Islander
Hours per week: 40
Sex: Male
Workclass: Private
| Years of Education: 10
B Age: 27
Base chance

Age: 53
Marital Status: Married, spouse civilian
Years of Education: 10
Sex: Male
Race: White
Workclass: Private
Occupation: Craft repair
| Hours per week: 36
Base chance

Figure 11: Screenshots of explanation for cases where the

model had low confidence.

=

o

Decision-makers

oN-making

=&=no info"

-confidence =#—explanation

72% =

70%

68% =

65%

62%

Al-Assisted Prediction Accuracy

|
no info

Can | trust this prediction? @)

| | L}
confidence explanation

Zhang et al. Effect of Confidence and Explanation on Accuracy and Trust Calibration in Al-Assisted Decision Making. FAT* 2020

Poursabzi-Sangdeh,et al.. Manipulating and measuring model interpretability. CHI 2021
Bansal et al. Does the whole exceed its parts? the effect of ai explanations on complementary team performance. CHI 2021
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XAl use cases in Al lifecycle

Model debugging or selection (IUI2021)
XAI user Data scientist

Model Data Task
construction preparation definition

35

Trust calibration and decision
support (FAT* 2020, CHI 2021 8 )
XAI user Decision-maker

Decision aid

Model auditing

Fairness assessment (IUI 2019 8 )
XAI user: Regulator, impacted
groups



Fair ML: VWhat is unwanted bias”

><><\/7< X X

36

Discrimination becomes
objectionable when it places
certain unprivileged groups
at a systematic disadvantage

lllegal in certain contexts

(Barocas and Selbst, 2017)



Discrimination in COMPAS

Eil ¥ B Donate

DYLAN FUGETT BERNARD PARKER

Prior Offense Prior Offense
1 attempted burglary 1resisting arrest

without violence
Subsequent Offenses _ SN

3 drug possessions Subsequent Offenses
None

LOW RISK 3 HiGHRrRisk 10

Fugett was rated low risk after being arrested with cocaine and

marijuana. He was arrested three times on drug charges after that.
37



PAPERS

BRIEF HISTORY Of FAIRNESS IN ML

'
200

OH' CRAP.
LOL FAIRNESS!

202 203 20 20\s 20V 20YV7

(Hardt, 2017)
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XAl as interfaces for scrutinizing discrimination

/

« Iliana’s race is African American.

If it had been Caucasian, she would have been
predicted as NOT likely to reoffend

+ Iliana’s age is 18-29.

\

Contrastive -

If it had been older than 39, she would have been
\ predicted as NOT likely to reoffend /

Feature importance

[ The more +s/-s means a person with that \
attribute is more/less likely to re-offend.
* Appears next to Iliana’s attributes
Race
*Caucasian (0)
** African-American (+)
Age
** 1829 (++++)
*30-39(+)
Charge degree:

| .
Number of prior convictions
Has juvenile priors:

™\

N

Race: African-American
Age: 18-29

* Prior convictions: 0
* Has juvenile priors: Yes

Prediction:
Likely to reoffend

h f _

Charge degree: Misdemeanor

,/ Defendant: Iliana\ -

y

<4~

—

.

Example-based
The training set contamed 10 mndividuals
identical to Iliana

6 of them reoffend (60%)

.

Data distribution \

The prediction is based on the likelihood of previous)
cases with different attributes re-offended or not.
A * appears next to Iliana’s features.
Race
* 40% in Caucasian race group re-offended
* *55% in African-American race group re-
offended
Age
* *58% in 18-29 age group re-offended
* 49% in 30-39 age group re-offended

Charge degree:

Number of prior convictions "
Has juvenile priors: /

Explain a prediction:
Individual fairness

Explain the model:
Group fairness

Is the way the model makes risk predictions fair?
Is this person treated fairly?

Regulator Impacted groups

Dodge et al. Explaining Models: An Empirical Study of How Explanations Impact Fairness Judgment. Ul 2019 3
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Lessons learned: From XAl algorithms
to XAl UX

e No one-fits-all solutions

e XAI UX often needs multiple types of
explanation/transparency information

- Anticipate when and where users want what
explanations

e Beware of the potential risk of XAI
- Unwarranted trust and confidence
- Distraction and information workload

- Disparate effect: disadvantage people with “non-
ideal” ability and motivation to process XAI

e Under-developed “translation” design space

e Algorithmic explanations may not satisfy all
users’ information needs to achieve
understanding of Al

40




HCXA “understanding” lies in the recipient

Limits to based solely on automated processinc
profiling (Art.22)

Right to be provided with Information about the logic
iInvolved in the decision (Art.13 (2) i.and 15 (1) h)

777

(Nemitz, 2018)

41



‘Understanding” lies in the recipient:
pbeyond the toolbox

Nij

XAl techniques

—_éé_ii_
m

Information needs to achieve
understanding of Al:

e General Al knowledge gaps
e Domain knowledge gaps

42



‘Understanding” lies in the recipient:
pbeyond the toolbox

XAl techniques

=3
b

Information needs to achieve

% Sense-making is not just about opening the understanding of Al:

closed box of Al, but also about who is around

the box, and the socio-technical factors that e General Al knowledge gaps
govern the use of the Al system and the decision. |

Thus the 'ability' in explainability does not lie * Domain knowledge gaps
exclusively in the guts of the Al system e “Socially situated understanding”

Ehsan et al. Expanding Explainability: Towards Social Transparency in Al systems.To appear in CHI 2021 8
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Beyond the toolbox

Towards "social transparency” In Al systems

Customer: Scout Inc. Product: Access Management (SaaS) Product ID (PID): 43523X
Recommendation: Sell at $100 per account per month

Justification: the Al system considered the following components

[0] Quota goals (0] Comparative pricing: what similar customers pay [0] Cost: $55 /account/month o
5a2 For this customer, 3 members of your team received pricing recommendations in past sales.
5°® | However, 1 out 3 have sold at the recommended price. Click to see more detalils. 9
Nadia M Action: Reject Recommendation = Outcome: No Sale
& Sales Assoc. (AB34) ° Comment: Long-term profitable customer; main revenue from a different vertical ;
selling at cost price to maintain relationship
@ Oct 2, 2019 @
Eric C. Action: Accept Recommendation S Outcome: Sale
= _Sales Manager (X289) Comment: Recommended price aligned with profit margins; customer felt the price
was fair
i Dec 14,2019 o
What
Jess W Action: Reject Recommendation S Outcome: Sale
AW Who &  Sales Director (RE43) A Comment: Covid-19 pandemic mode; cannot lose long-term profitable customer;
Why offered 10% below cost price
® May 6,2020 6
. When °

Ehsan et al. Expanding Explainability: Towards Social Transparency in Al systems.To appear in CHI 2021 8
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NVany user objectives + user groups + domains + soclal contexts

Debugging

Healthcare
~®
O

Finance

Automation
Model Data Task
construction preparation definition Model auditing

End user decision makers Regulatory bodies

+ Whao: physicians, N\ + Who: EU [GFPR], NYC Council, oJ
judges, loan officers, @D \ US Gov't

teacher evaluators

- Why: ensure fairness for
+ Why: trust/confidence, constituents
insights Business
rrEs <—EI—> 32

All system builders Must match End consumers (o\ N

. Who: data scientists, the complexity capability . Who: patients, accused,
developers of the consumer loan applicants, teachers '

+ Why: ensure/improve « Why: understanding of :
performance Must match factors Secu rlty

the domain knowledge
of the consumer

(Hind et al., 2019)



o T

How to translate?

Thread 1: Study and support design practices for XAI UX

Thread 2: HCI research with XAI use cases

46



Where we started: Research into XAl Design Practices

Research questions:

 What is the design space
of XAl UX?

 What are the design
challenges?

Liao et al. Questioning the Al: Informing Design Practices for Explainable Al User Experiences. CHI 2020 g
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Abstract: Machine learning systems are becoming in
has been expanding, accelerating the shift towar
algorithmically informed decisions have greater pc
most of these accurate decision support systems rem

ABSTRACT At the dawn of the fourth industrial revolution, we are witnessing a fast and widespread
adoption of artificial intelligence (Al) in our daily life, which contributes to accelerating the shift towards a
more algorithmic society. However, even with such unprecedented advancements, a key impediment to the
use of Al-based systems is that they often lack transparency. Indeed, the black-box nature of these systems

Abstract—There has recently been a surge of work in ex- As a first step towards creating explanation mechanisms
. . . . lanatory artificial intelligence (XAI). This research area tackles there is li f h in int tability, loosel
logic and inner workings are hidden to the user . P 2% : = Sr— © B 8 sy s @ kel i Ay GRS 1By
& e e . 8 . .. | the important problem that complex machines and algorithms  gefined as the science of comprehending what a model did (o

ratic e models and learning method allows powerful predictions, but it cannot be directly explained. This issue has triggered a new debate on
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Explanation Methods in Deep Learning:
Users, Values, Concerns and Challenges

A Survey of Methods for Explaining

*
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(AI) has achieved a notable momentum that, if harnessed
itions over many application sectors across the field. For this
ire community stands in front of the barrier of explainability,
brought by sub-symbolism (e.g. ensembles or Deep Neural
1ype of Al (namely, expert systems and rule based models).

In recent years, many accurate decision support systems have

systems that hide their internal logic to the user. This lack of ex
ethical issue. The literature reports many approaches aimed at ¢
at the cost of sacrificing accuracy for interpretability. The appli
can be used are various, and each approach is typically develope
and, as a consequence, it explicitly or implicitly delineates its ov
tion. The aim of this article is to provide a classification of the m
respect to the notion of explanation and the type of black box
box type, and a desired explanation, this survey should help the

Abstract

Issues regarding explainable Al involve four components: users, laws & regulations, expla-
nations and algorithms. Together these components provide a context in which explanation
methods can be evaluated regarding their adequacy. The goal of this chapter is to bridge the
gap between expert users and lay users. Different kinds of users are identified and their con-
cerns revealed, relevant statements from the General Data Protection Regulation are analyzed
in the context of Deep Neural Networks (DNNs), a taxonomy for the classification of existing
explanation methods is introduced, and finally, the various classes of explanation methods are
analyzed to verify if user concerns are justified. Ovgrall, it is clear that (visual) explanations can
be given about various aspects of the influence of nput on the output. However, it is noted

that avnlanatinn mathadc ar intarfanac far lawr icarce ara miccina and ua cnamilata whish aritaria

in the so-called eXplainable Al (XAl) field, which is widely
ictical deployment of AI models. The overview presented in
\d contributions already done in the field of XAlI, including a
r this purpose we summarize previous efforts made to define
1ing a novel definition of explainable Machine Learning that
th a major focus on the audience for which the explainability
yronose and discuss about a taxonomv of recent contributions



Study probe: algorithm informed XAl Questions

Category of Explanation Method Definition Algorithm Question Type
Methods Examples
Explain the Global feature importance Describe the weights of features used by the model (includ- | [41, 60, 69, | How
model ing visualization that shows the weights of features) 90]
(Global) Decision tree approximation | Approximate the model to an interpretable decision-tree [11,47,52] How, Why, Why not, What if
Rule extraction Approximate the model to a set of rules, e.g., if-then rules [26,93,102] | How, Why, Why not, What if
Explain a Local feature importance Show how features of the instance contribute to the model’s | [61, 74, 83, | Why
prediction and saliency method prediction (including causes in parts of an image or text) 85, 101]
(Local) Local rules or trees Describe the rules or a decision-tree path that the instance | [39, 75, 99] Why, How to still be this
fits to guarantee the prediction
Inspect coun- Feature influence or Show how the prediction changes corresponding to changes | [8, 33, 36, | What if, How to be that, How
terfactual relevance method of a feature (often in a visualization format) 51] to still be this
Contrastive or counterfactual | Describe the feature(s) that will change the prediction if | [27,91, 100] | Why, Why not, How to be
features perturbed, absent or present that
Example Prototypical or Provide example(s) similar to the instance and with the same | [13,48,50] | Why, How to still be this
based representative examples record as the prediction
Counterfactual example Provide example(s) with small differences from the instance | [37, 55, 66] Why, Why not, How to be
but with a different record from the prediction that

 User needs for XAl are represented as prototypical questions
* A question can be answered by one or multiple XAl methods

* An XAl method can be implemented by one or multiple XAl algorithms

% An explanation is an answer to a question (Wellman, 2011; Miller 2018)

The effectiveness of an explanation depends on the question asked (Bromberger, 1992)
49



Question: Why is this husky classified as wolf?

7

XAl method: local feature (pixels) contribution

2

XAl algorithms:
e LIME (Ribeiro et al. 2016)
e SHAP (Lundberg and Lee 2017)

50



Study probe: algorithm informed XAl Qi

Category of Explanation Method Definition Algorithm Question Type
Methods Examples §
Explain the Global feature importance Describe the weights of features used by the model (includ- | [41, 60, 69,j How
model ing visualization that shows the weights of features) 90] .
(Global) Decision tree approximation | Approximate the model to an interpretable decision-tree [11,47,52] §| How, Why, Why not, What if
Rule extraction Approximate the model to a set of rules, e.g., if-then rules (26,93, 102]1%| How, Why, Why not, What if
Explain a Local feature importance Show how features of the instance contribute to the model’s | [61, 74, 83, Why
prediction and saliency method prediction (including causes in parts of an image or text) 85, 101] i
(Local) Local rules or trees Describe the rules or a decision-tree path that the instance | [39,75,99] § Why, How to still be this
fits to guarantee the prediction £
Inspect coun- Feature influence or Show how the prediction changes corresponding to changes | [8, 33, 36.,§| What if, How to be that, How
terfactual relevance method of a feature (often in a visualization format) 51] E| to still be this
Contrastive or counterfactual | Describe the feature(s) that will change the prediction if | [27,91,100]§| Why, Why not, How to be
features perturbed, absent or present || that
Example Prototypical or Provide example(s) similar to the instance and with the same | [13, 48, 50] §| Why, How to still be this
based representative examples record as the prediction §
Counterfactual example Provide example(s) with small differences from the instance | [37,55, 66] §| Why, Why not, How to be

but with a different record from the prediction

that

Model facts: data, output, performance

51

(Lim et al., 2009)



\Vethodology

* |nterviewed 20 participants

e 16 Al products in IBM

1. Walk through the Al system

2. Common questions users might ask

3. Discuss each question card

4. General challenges to create XAl products

Inspecting what if changing a case/counterfactual questions: what
if, how to be that, how to still be this

- What would the system predict if the case changes to...?

- How should this case change to get a different prediction?

- What are the scope of changes permitted for this case to still get the
same prediction?

- What kind of cases get a different/same prediction?

Other category (add your own question)

Understanding the model globally: How does the system make
predictions (overall logic)?

- What algorithm is used?

- What rules does the system use to make predictions?

- What features does the model consider or not consider?

- How does the model weigh/reason with these features?

Understanding prediction for a particular case: Why this? Why not
that?

- Why is this case given this prediction? Why is it NOT predicted that?
- What feature(s) of this case lead to the model's prediction for it?

- What kind of cases are predicted this?

- Why are [cases A and Bj')@/en the same prediction?

- Why are [cases A and B] given different predictions?

Understanding input (training data): What kind of data does the

system learn from?
- What is the source of the data?
- How are the labels/ground-truth produced?

Understanding output: What kind of output/predictions does the
system give?

- What does the system output mean?

- How can | use the output of the system?

Understanding model performance and certainty: How
accurate/reliable are the system’s predictions?

- How often does the system make mistakes?

- When/under what situation is the system likely to be correct/wrong?
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* |nterviewed 20 participants

e 16 Al products in IBM

1. Walk through the Al system o
3 Common questions users might ask
guestioncard
4. General challenges to create XAl products

3. Discuss each

Inspecting what if changing a case/counterfactual questions: what
if, how to be that, how to still be this

- What would the system predict if the case changes to...?

- How should this case change to get a different prediction?

- What are the scope of changes permitted for this case to still get the
same prediction?

- What kind of cases get a different/same prediction?

Other category (add your own question)

Understanding the model globally: How does the system make
predictions (overall logic)?

- What algorithm is used?

- What rules does the system use to make predictions?

- What features does the model consider or not consider?

- How does the model weigh/reason with these features?

Understanding prediction for a particular case: Why this? Why not
that?

- Why is this case given this prediction? Why is it NOT predicted that?
- What feature(s) of this case lead to the model's prediction for it?

- What kind of cases are predicted this?

- Why are [cases A and Eﬁ,@ven the same prediction?

- Why are [cases A and B] given different predictions?

Understanding input (training data): What kind of data does the
system learn from?

- What is the source of the data?

- How are the labels/ground-truth produced?

Understanding output: What kind of output/predictions does the
system give?

- What does the system output mean?

- How can | use the output of the system?

Understanding model performance and certainty: How
accurate/reliable are the system’s predictions?

- How often does the system make mistakes?

- When/under what situation is the system likely to be correct/wrong?




Data

Output

Performance

How
(global model-wide
explanation)

XAl Question Bank

What kind of data was the system trained on?
What is the source of the training data?

How were the labels/ground-truth produced?

What is the sample size of the training data?

What dataset(s) is the system NOT using?

What are the potential limitations/biases of the data?
What is the size, proportion, or distribution of the
training data with given feature(s)/feature-value(s)?

® What kind of output does the system give?

® What does the system output mean?
® What is the scope of the system’s capability? Can it

do...?
How is the output used for other system
component(s) ?

® How should I best utilize the output of the system?
® How should the output fit in my workflow?

® How accurate/precise/reliable are the predictions?

® How often does the system make mistakes?
® In what situations is the system likely to be correct/

incorrect?

® What are the limitations of the system?
® What kind of mistakes is the system likely to make?
® s the system’s performance good enough for...?

® How does the system make predictions?
® What features does the system consider?

® s [feature X] used or not used for the
predictions?
What is the system’s overall logic?
® How does it weigh different features?
® What kind of rules does it follow?
® How does [feature X] impact its predictions?
® What are the top rules/features that determine
its predictions?
What kind of algorithm is used?

® How were the parameters set?

Why not

How to be that
(a different prediction)

How to still be
this

(the current prediction)

What If

Others

Why/how is this instance given this prediction?

What feature(s) of this instance determine the system’s prediction
of it?

Why are [instance A and B] given the same prediction?

Why is this instance NOT predicted to be [a different outcome
QJ?

® Why is this instance predicted [P instead of a different outcome Q]?
® Why are [instance A and B] given different predictions?

® How should this instance change to get a different prediction Q?
® What is the minimum change required for this instance to get a

different prediction Q?

How should a given feature change for this instance to get a differen
prediction Q?

What kind of instance is predicted of [a different outcome Q]?

What is the scope of change permitted for this instance to still
get the same prediction?

What is the range of value permitted for a given feature for this
prediction to stay the same?

What is the necessary feature(s)/feature-value(s) present or absent to
guarantee this prediction?

What kind of instance gets the same prediction?

® What would the system predict if this instance changes to...?
® What would the system predict if a given feature changes to...?
® What would the system predict for [a different instance]?

How/why will the system change/adapt/improve/drift over time?
(change)

® Can I, and if so, how do I, improve the system? (improvement)
® Why is the system using or not using a given algorithm/feature/rule/

dataset? (follow-up)

What does [a machine learning terminology] mean?
(terminological)

What are the results of other people using the system? (social)

Liao et al. Questioning the Al: Informing Design Practices for Explainable Al User Experiences. CHI 2020 g
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XAl design challenge 1: Variability of XAl needs

Diverse objectives for explainability

e To gain further insights for the decision

* To appropriately evaluate Al’s capabillity
* o adapt usage or control
 To learn about a domain

e | egal or ethical requirement: fairness, privacy, etc.

Also varying XAl needs: User group, usage point,
algorithm and data type, decision context

55



XAl design challenge 2: Gaps between algorithmic
output and human-desired explanations

Human explanations are
e Selective
e Contrastive

~ &

‘-
* |Interactive -
e Tailored for recipients \p -

“Translation” design: mimic how domain experts explain

Miller, T. (2019). Explanation in artificial intelligence: Insights from the social sciences. Artificial intelligence



XAl design challenge 3: "in the dark” design process

 Challenge navigating the technical capabilities

aa
finding the right pairing to put the ideas of what's right for the user

together with what's doable given the tools or the algorithms

e Communication barriers and implementation cost
impeding buy-in from data scientists and the team

% It remains in this weird limbo where people know it's important.
People see it happen. They don't know how to make it happen.
And everybody's feeling their way in the dark with no lights.

57



XAI in Academia

Opportunities for technical XAl work

 Explain data limitations and
generalizability

 Explain output of multiple models

* Explain system changes

* Multi-level global explanations

* Interactive counterfactual explanations

 Social explanations

* Personalized and adaptive
explanations

XAI in Practice

Guidelines to address XAl user needs

Input: Provide comprehensive transparency of
training data, especially the limitations

Output: Contextualize the system’s output in
downstream tasks and the users’ overall workflow

Performance:. Help users understand the
limitations of the Al and make it actionable

Global model: Choose appropriate level of
details to explain the model

Local decision: Provide resources for “why not”

Counterfactual: Consider opportunities as utility
features for analytics or exploration

Liao et al. Questioning the Al: Informing Design Practices for Explainable Al User Experiences. CHI 2020
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User-centered design process: Question-driven XAl design

User requirements,
usage contexts

Model, data, XAl
implementation

Al engineer
Pain points to address:
« Throughly identify interaction specific XAI user needs
« Enable a “designedly” understanding of XAI techniques to find the right pairing
e Support designer-engineer collaboration

Liao et al. Questioning the Al: Informing Design Practices for Explainable Al User Experiences. CHI 2020 8
Liao et al. Question-Driven Design Process for Explainable Al User Experiences. (\WWorking paper)
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Data

Output

Performance

How
(global model-wide
explanation)

XAl Question Bank

What kind of data was the system trained on?
What is the source of the training data?

How were the labels/ground-truth produced?

What is the sample size of the training data?

What dataset(s) is the system NOT using?

What are the potential limitations/biases of the data?
What is the size, proportion, or distribution of the
training data with given feature(s)/feature-value(s)?

® What kind of output does the system give?

® What does the system output mean?
® What is the scope of the system’s capability? Can it

do...?
How is the output used for other system
component(s) ?

® How should I best utilize the output of the system?
® How should the output fit in my workflow?

® How accurate/precise/reliable are the predictions?

® How often does the system make mistakes?
® In what situations is the system likely to be correct/

incorrect?

® What are the limitations of the system?
® What kind of mistakes is the system likely to make?
® s the system’s performance good enough for...?

® How does the system make predictions?
® What features does the system consider?

® s [feature X] used or not used for the
predictions?
What is the system’s overall logic?
® How does it weigh different features?
® What kind of rules does it follow?
® How does [feature X] impact its predictions?
® What are the top rules/features that determine
its predictions?
What kind of algorithm is used?

® How were the parameters set?

Why not

How to be that
(a different prediction)

How to still be
this

(the current prediction)

What If

Others

Why/how is this instance given this prediction?

What feature(s) of this instance determine the system’s prediction
of it?

Why are [instance A and B] given the same prediction?

Why is this instance NOT predicted to be [a different outcome
QJ?

® Why is this instance predicted [P instead of a different outcome Q]?
® Why are [instance A and B] given different predictions?

® How should this instance change to get a different prediction Q?
® What is the minimum change required for this instance to get a

different prediction Q?

How should a given feature change for this instance to get a differen
prediction Q?

What kind of instance is predicted of [a different outcome Q]?

What is the scope of change permitted for this instance to still
get the same prediction?

What is the range of value permitted for a given feature for this
prediction to stay the same?

What is the necessary feature(s)/feature-value(s) present or absent to
guarantee this prediction?

What kind of instance gets the same prediction?

® What would the system predict if this instance changes to...?
® What would the system predict if a given feature changes to...?
® What would the system predict for [a different instance]?

How/why will the system change/adapt/improve/drift over time?
(change)

® Can I, and if so, how do I, improve the system? (improvement)
® Why is the system using or not using a given algorithm/feature/rule/

dataset? (follow-up)

What does [a machine learning terminology] mean?
(terminological)

What are the results of other people using the system? (social)
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 Describe what algorithm is used and what features are considered, if a user is only interested |Prof\Weight*+e  Feature
in a high-level view Importance*, PDP* BRCGH,
Global how « Describe the general model logic as feature impact®, rules* or decision-trees® (sometimes GLRM+* | Rule List*, DT Surrogate®
need to explain with a surrogate simple model)
« Describe what key features of the particular instance determine the model’s prediction of it* [LIME* SHAP* LOCO* Anchorst,
Why  Describe rules* that the instance fits to guarantee the prediction ProtoDashe
« Show similar examples® with the same predicted outcome to justify the model’s prediction
 Describe what changes are required for the instance to get the alternative prediction and/or |CEM*, Prototype counterfactual*,
Why not what features of the instance guarantee the current prediction* ProtoDash+ (on alternative class)
« Show prototypical examples* that had the alternative outcome
- Highlight features that if changed (increased, decreased, absent, or present) could alter the [CEM* Counterfactuals* DICE*
diction*
How tobethat | P'° -
« Show examples with small differences but had a different outcome than the prediction*
What if « Show how the prediction changes corresponding to the inquired change PDP, ALE, What-if Tool
« Describe feature ranges™ or rules* that could guarantee the same prediction CEM* Anchorst*
How to still be this |. show examples that are different from the particular instance but still had the same outcome
« Provide performance metrics of the model Precision, Recall, Accuracy, F1, AUC
Performance « Show confidence or uncertainty information for each prediction Confidence
« Describe potential strengths and limitations of the model FactSheets, Model Cards
« Document comprehensive information about the training data, including the source, FactSheets, DataSheets
Data provenance, type, size, coverage of population, potential biases, etc.
- Describe the scope of output or system functions FactSheets, Model Cards
Output  Suggest how the output should be used for downstream tasks or user workflow

Questions as re-framing the technical space of XAl
Questions as "boundary objects” supporting designer-engineer collaboration

Liao et al. Question-Driven Design Process for Explainable Al User Experiences. (\Working paper)
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https://oracle.github.io/Skater/reference/interpretation.html#partial-dependence
https://docs.seldon.io/projects/alibi/en/latest/methods/ALE.html
https://pair-code.github.io/what-if-tool/
https://github.com/Trusted-AI/AIX360/blob/master/aix360/algorithms/contrastive/CEM.py
https://docs.seldon.io/projects/alibi/en/latest/methods/Anchors.html
https://aifs360.mybluemix.net/examples/max_object_detector
https://modelcards.withgoogle.com/object-detection#performance
https://aifs360.mybluemix.net/examples/max_object_detector
https://www.microsoft.com/en-us/research/publication/datasheets-for-datasets/
https://aifs360.mybluemix.net/examples/max_object_detector
https://modelcards.withgoogle.com/object-detection#performance
https://arxiv.org/abs/2101.04719
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A running example

Adverse Event Prediction for Healthcare

HealthMind is developing an Al based dashboard
system to help clinicians assess patients’
readmission risks at discharge time.

By simply providing a risk score, the system is of
limited use for clinicians. Clinicians need to
understand how the system arrives at a risk
score for a patient in order to feel confident in
the judgment and identify effective
interventions to improve the patient’s health
outcomes.

The team needs to develop an explainable Al
system but is not sure where to start.

HealthMind’s AI based dashboard



Question-Driven XAI Design

Identify user
questions

Elicit user needs for
XAI as questions

Also gather user
Intentions and
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Identity relevant questions

Task
description

An Al based dashboard presents
patients’ readmission risk scores to
help clinicians to identify high-risk

User Journey
(optional)

Elicit user questions to identify what
types of explanation are needed

Also collect the intention and expectation
behind these user questions

Questions from
User 1l

Questions
from User 2



Identity relevant questions

Elicit user questions to identify what
types of explanation are needed

Also collect the intention and expectation
behind these user questions

What are the main
risk factors for this
person?

“Help me better
understand the patient,
discover otherwise non-

obvious factors, e.g.
social status or
community factors”

“Without knowing
if it applies to my
patients I can’t
trust it”



Question-Driven XAI Design

Identify user Analyze
questions . questions

Elicit user needs for Cluster questions into

XAI as questions categories and prioritize
categories for the XAI UX

Also gather user to focus on

Intentions and

expectations for Summarize user intentions

asking the questions and expectations to

identify key user
requirements

Designers, Designers,
users product team

Liao et al. (Working paper)
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Categorize and prioritize questions,

Why is this What are the
patient main risk
predicted of this factors for this
risk? person?

What can be dqne ’Eo What worked for
reduce the patient's oiper patients with
LY similar profiles?

Cluster similar questions across users HoV\ug)be that—"""

into categories (use the Question Bank P
to guide labeling if needed)

- Isthe training data
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identity key user requirements

User requirements

Summarize user intentions and
expectations to identify key user
requirements

UR1: Discover “Help me ,,
. I want to
. . better “Help me see :
new mformatl-on understand  the patientas KO Whgtti
about the patient the patient, a whole” unique aboul
o — this patient
UR2: Determine “Help me Helpus upy know what
: ; decide where ,
effective next determine the and how to actions we can
steps for the U focus our ke with this

patient

intervention”

atient”
resources on” P

UR3: Increase
confidence to use
the tool

“I will be more
comfortable
using the tool”

“Without
knowing If it
applies to my
patients I can’t
trust it”

UR4: Appropriately
evaluate the
reliability of a
prediction

“So I know
whether I
should lean on
my own
experience”



Question-Driven XAI Design

Identify user Analyze Map questions
questions . questions ~ to modeling
solutions
Elicit user needs for Cluster questions into Map prioritized question
XAI as questions categories and prioritize categories to candidate XAI
categories for the XAI UX techniques as a set of
Also gather user to focus on functional elements that
intentions and the design should cover
expectations for Summarize user intentions
asking the questions and expectations to A mapping guide for
identify key user supervised ML is provided
requirements for reference
Designers, Designers, Designers, data
users product team scientists

Liao et al. (Working paper)
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 Describe what algorithm is used and what features are considered, if a user is only interested |Prof\Weight*+e  Feature
in a high-level view Importance*, PDP* BRCGH,
Global how « Describe the general model logic as feature impact®, rules* or decision-trees® (sometimes GLRM+* | Rule List*, DT Surrogate®
need to explain with a surrogate simple model)
« Describe what key features of the particular instance determine the model’s prediction of it* [LIME* SHAP* LOCO* Anchorst,
Why  Describe rules* that the instance fits to guarantee the prediction ProtoDashe
« Show similar examples® with the same predicted outcome to justify the model’s prediction
 Describe what changes are required for the instance to get the alternative prediction and/or |CEM*, Prototype counterfactual*,
Why not what features of the instance guarantee the current prediction* ProtoDash+ (on alternative class)
« Show prototypical examples* that had the alternative outcome
- Highlight features that if changed (increased, decreased, absent, or present) could alter the [CEM* Counterfactuals* DICE*
diction*
How tobethat | P'° -
« Show examples with small differences but had a different outcome than the prediction*
What if « Show how the prediction changes corresponding to the inquired change PDP, ALE, What-if Tool
« Describe feature ranges™ or rules* that could guarantee the same prediction CEM* Anchorst*
How to still be this |. show examples that are different from the particular instance but still had the same outcome
« Provide performance metrics of the model Precision, Recall, Accuracy, F1, AUC
Performance « Show confidence or uncertainty information for each prediction Confidence
« Describe potential strengths and limitations of the model FactSheets, Model Cards
« Document comprehensive information about the training data, including the source, FactSheets, DataSheets
Data provenance, type, size, coverage of population, potential biases, etc.
- Describe the scope of output or system functions FactSheets, Model Cards
Output  Suggest how the output should be used for downstream tasks or user workflow

Questions as re-framing the technical space of XAl
Questions as "boundary objects” supporting designer-engineer collaboration
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Charlson Comorbidity Index
Rogers, Steve Age SEX gacs y

MRN: 111111 78 M Black COPD, PVD, Type 2 DM (2% 10-year survival) N
.......................... ; 7 . -
v History @ v 30day risk of all cause admission 1. Data | viewdatasouces (O [EEEEEES
........................E Medicare Claims data (2008-2011)
Last 12 mo - o oo

30 day admission risk Characteristics of 212, 236 Medicare beneficiarie
randomly selected and shared by CMS

Admissions l Low Moderate High 5 %

Age
1in20ch <60
Emergency Dept 0 (1 in 20 chance)

60-69
Hospital Acquired o ‘

70-79
>=80
Conditions 0 Risk score confidence: Good (+/- 2%) (i)

Gender
Male

Female

. . Race
v Factors that contribute to the risk of admission © v Action impact | &k
Hispanic 18%
No pnemonia vaccine Other or
unidentified 20%

3, Why <«— Decreases risk | Increases risk —»

Pnemonia vaccine

People like Steve who had a pnemonia vaccine

Charleson Comorbidity had 3 percent point lower risk. (?) What sources are NOT included?
Index (6_points, 13%) 3 : T K There is no Medicare Part D (medications) data or any
(o AN A TS ) EHR data (labs, physiological data, notes) used in the

Mood Disorders (yes) prediction.

4. How to be that

ED Visits (4)

Active smoker

Smoking cessation

People like Steve who don’t smoke have a 1
percent point lower risk.

<0 1 percent point lower risk )

View Programs

COPD (true)

Age < 80

Risk factor to eliminate Risk improvement
* This is made up patient data. No PHI is included
> ED visits -10%
> Mood disorders -9%

Al for Explainable Healthcare T —

- . . > Smoking 5.H t b th t
Adverse Event Risk Prediction (ﬁf:tv vzrs?on)a

Liao et al. Question-Driven Design Process for Explainable Al User Experiences. (\WWorking paper)
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Conclusions: Bridging work

e Human-centered re-framing of
technical spaces

e Contextualize the tools by the human
needs, values, and conditions they serve

e Thinking “outside the toolbox” by centering
on user needs and goals

e Responsible use of the toolbox

e Examine breakdowns, limitations and
potential harm

e Not assuming “ideal users”

e Enable user-centered design to drive
technical development

e Actionable design assets and
methods that practitioners can
readily use

74

From a toolbox of Al
algorithms to a toolbox
of desigh materials




Human-Centered Al: Beyond explainability

GOVERNMENT REGULATION

INDUSTRY:
Trustworthy Certification:

External Reviews

ORGANIZATION:
Safety Culture:
Organizational Design

Independent Oversight:
Auditing Firms
Insurance Companies
NGOs & Civil Society
Professional Societies

Management Strategies:
Leadership Commitment
Hiring & Training
Failures & Near Misses
Internal Reviews
Industry Standards

(Shneiderman, 2021)
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Vore resources 1or XAl

Toolkits/Libraries

- AIX 360

- Sheldon Alibi
 Oracle Skater

« H20 MLI

« Microsoft Interpret
« PyTorch Captum

Readings

Design guidelines

- Google PAIR:

Explainability+Trust

« SAP Design Guidelines for

Explainability

- IBM Design for Al:

Explainability

- UXAI for Designers

» Lingua Franca: Transparency

- Interpretable ML e-book

* A big list of resources

/6


http://aix360.mybluemix.net/
https://github.com/SeldonIO/alibi
https://github.com/oracle/Skater
https://github.com/h2oai/mli-resources
https://github.com/interpretml/interpret
https://github.com/pytorch/captum
https://pair.withgoogle.com/chapter/explainability-trust/
https://pair.withgoogle.com/chapter/explainability-trust/
https://experience.sap.com/fiori-design-web/explainable-ai/
https://experience.sap.com/fiori-design-web/explainable-ai/
https://www.ibm.com/design/ai/ethics/explainability
https://www.ibm.com/design/ai/ethics/explainability
https://www.uxai.design/
https://linguafranca.polytopal.ai/principles/transparency
https://christophm.github.io/interpretable-ml-book/
https://github.com/jphall663/awesome-machine-learning-interpretability

=xamples of translation design from XAl algorithms to XAl UX

An under-developed space

e (Choose the right modality to communicate, e.g. visual or text-based

e (Choose the right amount of information or level of granularity, e.g. how many
features or examples

¢ |ntegrate XAl into the overall user workflow and experience. Sometimes it means
to minimize distraction

e [0 achieve understanding, users may require additional information about the
domain (e.g., what a feature means), Al (e.g., what a terminology means), socio-
organizational contexts, etc.

e Sometimes need to link explanations to other evidence or guidelines (e.g., “how-
to” for changing a feature) to support users’ objectives

e Sometimes need to put constraints or revise raw features due to security or
privacy concerns
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