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What are the most significant advances in XAl?

How might they influence academia vs. industry”



XAI in Academia In Practice
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Advance 1: From academic research into a practitioners’ toolbox
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XAL in Academia Advance 2: Towards

iInterdisciplinary perspectives
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.' “ interactive (Miller 2019; Mittelstadt et al. 2019)

f( )] E[f( K ] f(z) E[f(2) | 212 = 501,2] E[f(2) | 2123 = 501,2,3]
l l ]

l
> b3
¢1 ¢2 < —

2 « The plurality of motivation for explanation:

An abundance of XAl diagnosis, predicting the future, sense-making,

algorithms justification, reconciling dissonance, etc. (Kiel
' 2006; Lombrozo, 2006)

$o

« Explanatory power is recipient dependent,
including the question they ask (explanatory

Cognitive Social relevance) (Hilton, 1990; Walton, 2004)
science sciences

« More complexities:

- The plurality of cognitive processes (Petty and
Philosophy Law Cacioppo, 1986; Kahneman, 2003)

- Socio-technical systems (Ehsanetal., 2021)




Advances impacting practices

With a toolbox:
How to select?
How to translate?

« Taxonomies and guidelines

« Empirical design and evaluation

In Practice
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Taxonomies and guidelines

OPEN THE BLACK y N
BOX PROBLEMS ) O\
/ Explain to Explainto
justify control
BLACK BOX TRANSPARENT [ \
EXPLANATION | < BOX DESIGN
|
[]1 |
Explain to Explainto
improve discover /
MODEL OUTCOME MODEL b
EXPLANATION EXPLANATION 7 INSPECTION L >

(Guidotti et al, 2018)

(Adadi

Creators

Machi

et al, 2018)

Examiners

learning
system

One-shot static or interactive explanations? = tabular
static | interactive = image
i = text
Understand data or model? ‘ _')
data | model )
Explanations as samples, Explanations for individual samples
distributions or features? (local) or overall behavior (global)?
distributions| samples features local = global
[ T T |
! _ . A directly interpretable
? ProtoDash  DIp-vag | A self-explaining model or o
L L - post-hoc explanations? e
(Case-based (Learning explanations?
reasoning) meaningful post-hoc = self-explaining direct | post-hoc
features) I —
TED
Explanations based on = BRCG or ASUrlféga;ehm'{deLor
samples or features? (Persona-specific %RM ‘s"usruri'gz:tee VE;\s/:farlli 2
samples | features explanations) (Easy to surrogate | visualiz ]
— 7‘ understand ProfWeight 1
ProtoDash  CEM or CEM-MAF rules) b ?
. -—— (Learning accurate

(Case-based reasoning) (Feature based explanations) interpretable model)

(Arya et al, 2019)

Categorize XAl techniques

I
|
|
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Data-subjects

(Tomsett et al, 2019)

Operators

E—&

Executors
subjects

Regulatory bodies
Who: EU [GFPR], NYC Council,
US Gov't
Why: ensure fairness for
constituents

End user decision makers

+ Who: physicians,
@j K

judges, loan officers,
Why: trust/confidence,

teacher evaluators
insights

s

o «—U)J—

Must match
the complexity capability
of the consumer

End consumers
Who: patients, accused,
loan applicants, teachers

All system builders
Who: data scientists,

developers
Why: ensure/improve Why: understanding of
performance Must match factors

the domain knowledge
of the consumer

(Hind et al, 2019)

‘Who? Domain experts/users of the model (e.g. medical doctors, insurance agents) | ?
Why? Trust the model itself, gain scientific knowledge @
Qs

‘Who? Regulatory entities/agencies

Who? Users affected by model decisions
Why? Understand their situation, verify [ 7

fair decisions... legislation in force, audits, ...

Decision-

Target audience
in XAI

Why? Certify model compliance with the|?

Who? Managers and executive board members
Why? Assess regulatory compliance, understand
corporate Al applications...

Who? Data scientists, developers, product owners...
Why? Ensure/improve product efficiency, research,
new functionalities...

(Arrieta et al, 2019)

Categorize Contexts and User Groups for XAl




Design and evaluation of XAl: HCI work

Ratings for Sixth Sense, The {(1999) by your
Neighbors

Rating
Must See

Your Neighbors' Ratings

i Neighhors Nei g:;:::c
(very similar)
Click on a bar to see that neighbor's profile!

It's OK
Fairly
Bad
Awful
Strong

‘True Positives: Examples of correct decisions, because there isa | in each True Positives: Examples of correct decisions, because thereisa  in each
TP image and the system correctly predicted the label TP image and the system correctly predicted the abel

False Negatives: Examples for mistakes because there s a

in each image,
FN but the system failed to predict the label

Task
What features do you think this systemis sensitive to? What features do you think this system ignores?

Please name 2-3 features you think the systemis sensitive to:

Please name 2-3 features you think the system ignores:

Based on what you have leamed from the examples shown to you do you think the system is going to
recognizea horse  this image?

Yes ~No
How confident are you in your answer?

extremely unconfident  slightly unconfident

slightly confident  extremely confident

Recommender systems
(Herlocker et al. @ CHI 2000)

| P ————— —eae
How-To Facility
This facility helps you learn how the system works by telling what input values are
needed to produce a particular output. To interactively learn how the system behaves,

1. Select which input to determine its value: [ -]

2. Select what output value to produce: lj

3. Fill into blanks the values of the other inputs:
Inputs

AA=50]
87 ] wp
S

You may leave the inputs blank if you do not wish to use this facility.

Output

95% accuracy

L b ]
éé

Saliency maps provide limited help for general

understanding and simulatability of models
(Algaraawiet al. @ |UI 2020)

The Al must decide: Is 30% or more of the nutrients on this plate fat?

Context-aware systems
(Lim et al. @ CHI 2009)

Pre-ML

avocado

What will the Al decide?

‘What will the Al decide?

INO, 30% o the nuvints n tis lateis ot o | VS, 305 f e utients on i pate s .

Better simulatability in “proxy task” may not

help decision-making in actual usage
(Bucincaet al. @ |UI 2020)

The Al must decide: Is 30% or more of the nutrients on this plate fat?

Here are ingredients that the Al knows the fat content of and recognized as main nutrients:

e oo T e a Youmade GHi€agd a wonderful stay! The room was gorgeous! | came with @y
@ b e p i iz e lttle Bl hand and Hill deluxe room supplied me with everything I | needed,
evives P— overalual TR e ] didn't even have to ask! Thank you so much, I will be back! Very tidy room as well!
S . | -’ L St / b You are wrong. The review is deceptive.
e ™ ] The Al is right. It predicts this review as deceptive because the red words
@ (ask, back, be, chicago, i, my, will) are associated with deceptive reviews and
Temst s Semantst the green words (on, that, very) are associated with genuine reviews. The
L — di & eere— 39 Aot EEEE et darkness shows the degree of the association with the two categories.
EEEE e T an
Genvineness
Showing 111961119 cucan urees - = - CO nteﬂt Od eratlo n
- ; . . T . o .
o smeosorr. s v 0 o B B o 108 2007 s o o
= - : (Lai at al. @ CHI 2020)
ase o o B o . o

Model evaluation and debugging

(Hohmanet al. @ CHI 2019)

Sensitivity

* Iliana’s race is African American.
If it had been Caucasian, she would have been

predicted as NOT likely to reoffend

* Iliana’s age is 18-29.
If it had been older than 39, she would have been
‘\ predicted as NOT likely to reoffend

/

Input-Influence
The more +s/-s means a person with that
attribute is more/less likely to re-offend.
* Appears next to Iliana’s attributes
Race
+Caucasian (0)
«* African-American (+)
Age
1829 (++++)
+30-39(+)

Charge degree:

\ . -
\_ Number of prior convictions
&-{as Jjuvenile priors:

Evaluate and “critique” XAl

Model fairness judgment
(Dodgeet al. @ IUlI 2019)

N

\

e .

[ Defendant: Ilmna\
* Race: African-American
* Age: 18-29

)

/

\ * Charge degree: Misdemeanor

* Prior convictions: 0
* Has juvenile priors: Yes

Prediction:
Likely to reoffend

.

)

)

N 6 of them reoffend (60%)

4—/\P

Patient Information: Female. 60

Significant Observation

Cardiomegaly

Case Edema
The training set contained 10 individual:

identical to Iliana Atelectasis

| Pleural Effusion

Support Device

Demographic

The prediction is based on the likelihoc
cases with different attributes re-offen
A * appears next to Iliana’s features.
Race

* 40% in Caucasian race group re-

* *55% in African-American rac

offended

Age

* *58% in 18-29 age group re-of

« 49% in 30-39 age group re-offen

Charge degree:

\\ Has juvenile priors

Number of prior convictions

Medical image analysis
(Xie at al. @ CHI 2020)

Translate and evaluate XAl In
specific domains



What are the most significant advances in XAl?
How might they influence industry”?

- Advance 1: From academic research to a practitioners’ toolbox

« Advance 2: Interdisciplinary perspectives inform the selection and
translation of the toolbox

Not a solved problem yet... more on open questions!



What are the most significant open questions in XAl”

How might they influence academia vs. industry”



Open Question 1, with a toolbox:
How to select?
How to translate?

Top-down guidelines are not enough
due to limitations in, e.g. granularity
and scalability

Possible paths:

o Allow users to select: intelligent
and interactive XAI

e Tackle the design process: user
centered design of XAI




Question-Driven XAI Design

Identify user
guestions

Elicit user needs for
XAI as questions

Also gather user
intentions and
expectations for
asking the questions

Designers,
users

Analyze
questions

Cluster questions into
categories and prioritize
categories for the XAI UX
to focus on

Summarize user intentions
and expectations to
iIdentify key user
requirements

Designers,
product team

Map questions
to modeling
solutions

Map prioritized question

categories to candidate XAI

techniques as a set of
functional elements that
the design should cover

A mapping guide for
supervised ML is provided
for reference

Designers, data
scientists

[teratively
“design and
evaluate

Create a design including
the candidate elements
iIdentified in step 3

I[teratively valuate the
design with the user
requirements identified
In step 2 and fill the gaps

Designers, data
scientists, users

Liao et al. Question-Driven Design Process for Explainable Al User Experiences. (Under review)



Data

Output

Performance

How (global)

XAl Question Bank

What kind of data does the system learn from?
What is the source of the data?

How were the labels/ground-truth produced?

* What 1s the sample size?

* What data is the system NOT using?

* What are the limitations/biases of the data?

* How much data [like this] is the system trained on?

What kind of output does the system give?

What does the system output mean?

How can I best utilize the output of the system ?

* What is the scope of the system’s capability? Can it do...?
* How 1is the output used for other system component(s) ?

How accurate/precise/reliable are the predictions?

How often does the system make mistakes?

In what situations is the system likely to be correct/incorrect?
* What are the limitations of the system?

* What kind of mistakes is the system likely to make?

* Is the system’s performance good enough for...

How does the system make predictions?

® What features does the system consider?

® *[g [feature X] used or not used for the predictions?
What is the system’s overall logic?

® How does it weigh different features?

® What rules does it use?

® How does [feature X] impact its predictions?

® ** What are the top rules/features it uses?
* What kind of algorithm is used?

® * How are the parameters set?

Why not

What If

How to be that

How to still be
this

Others

® Why/how is this instance given this prediction?

® What feature(s) of this instance leads to the system’s prediction?
® Why are [instance A and B] given the same prediction?

® Why/how is this instance NOT predicted...?

® Why is this instance predicted P instead of Q?

® Why are [instance A and B] given different predictions?

® What would the system predict if this instance changes to...?
® What would the system predict if this feature of the instance

changes to...?
What would the system predict for [a different instance]?

® How should this instance change to get a different prediction?
® How should this feature change for this instance to get a different

prediction?

What kind of instance gets a different prediction?

What is the scope of change permitted to still get the same
prediction?

What is the [highest/lowest/... ] feature(s) one can have to still
get the same prediction?

What is the necessary feature(s) present or absent to guarantee
this prediction?

What kind of instance gets this prediction?

* How/what/why will the system change/adapt/improve/drift
over time? (change)

* How to improve the system? (change)

* Why using or not using this feature/rule/data? (follow-up)

* What does [ML terminology] mean? (terminological)

* What are the results of other people using the system? (social)

How to select: identify user needs for XAl as questions

Liao et al. Questioning the Al: Informing Design Practices for Explainable Al User Experiences. CHI 2020 8



« Describe what algorithm is used and what features are considered, if a user is only interested |ProfWeight*, Feature Importance?,

in a high-level view PDP* BRCG*+, GLRM*, Rule List*,
Global how - Describe the general model logic as feature impact*, rules* or decision-trees® (sometimes DT Surrogate®

need to explain with a surrogate simple model)

« Describe what key features of the particular instance determine the model’s prediction of it* |LIME* SHAP* LOCO* Anchorst,

Why  Describe rules* that the instance fits to guarantee the prediction ProtoDash®
« Show similar examples® with the same predicted outcome to justify the model’s prediction
 Describe what changes are required for the instance to get the alternative prediction and/or |CEM*, Prototype counterfactual*,
Why not what features of the instance guarantee the current prediction* ProtoDash+ (on alternative class)
« Show prototypical examples+ that had the alternative outcome
« Highlight features that if changed (increased, decreased, absent, or present) could alter the |CEM* Counterfactuals* DICE*
diction*
Howtobethat | °
0 o betha « Show examples with small differences but had a different outcome than the prediction*
What if « Show how the prediction changes corresponding to the inquired change PDP, ALE, What-if Tool
« Describe feature ranges™ or rules* that could guarantee the same prediction CEM* Anchors+
How to still be this |. show examples that are different from the particular instance but still had the same outcome
« Provide performance metrics of the model Precision, Recall, Accuracy, F1, AUC
Performance « Show confidence information for each prediction Confidence
« Describe potential strengths and limitations of the model FactSheets, Model Cards
- Document comprehensive information about the training data, including the source, FactSheets, DataSheets
Data provenance, type, size, coverage of population, potential biases, etc.
« Describe the scope of output or system functions FactSheets, Model Cards
Output  Suggest how the output should be used for downstream tasks or user workflow

How to translate: support collaborative problem-solving between data
scientists and designers with "boundary objects”

Liao et al. Question-Driven Design Process for Explainable Al User Experiences. (Under review)


https://github.com/Trusted-AI/AIX360/blob/master/aix360/algorithms/profwt/profwt.py
https://oracle.github.io/Skater/reference/interpretation.html#feature-importance
https://oracle.github.io/Skater/reference/interpretation.html#partial-dependence
https://github.com/Trusted-AI/AIX360/blob/master/aix360/algorithms/rbm/BRCG.py
https://github.com/Trusted-AI/AIX360/blob/master/aix360/algorithms/rbm/GLRM.py
https://oracle.github.io/Skater/reference/interpretation.html#bayesian-rule-lists-brl
https://github.com/h2oai/mli-resources/blob/master/notebooks/dt_surrogate.ipynb
https://github.com/Trusted-AI/AIX360/blob/master/aix360/algorithms/lime/lime_wrapper.py
https://github.com/Trusted-AI/AIX360/blob/master/aix360/algorithms/shap/shap_wrapper.py
https://github.com/h2oai/mli-resources/blob/master/notebooks/loco.ipynb
https://docs.seldon.io/projects/alibi/en/latest/methods/Anchors.html
https://github.com/Trusted-AI/AIX360/blob/master/aix360/algorithms/protodash/PDASH.py
https://github.com/Trusted-AI/AIX360/blob/master/aix360/algorithms/contrastive/CEM.py
https://docs.seldon.io/projects/alibi/en/latest/methods/CFProto.html
https://docs.seldon.io/projects/alibi/en/latest/methods/CFProto.html
https://github.com/Trusted-AI/AIX360/blob/master/aix360/algorithms/contrastive/CEM.py
https://docs.seldon.io/projects/alibi/en/stable/methods/CF.html
https://github.com/interpretml/DiCE
https://oracle.github.io/Skater/reference/interpretation.html#partial-dependence
https://docs.seldon.io/projects/alibi/en/latest/methods/ALE.html
https://pair-code.github.io/what-if-tool/
https://github.com/Trusted-AI/AIX360/blob/master/aix360/algorithms/contrastive/CEM.py
https://docs.seldon.io/projects/alibi/en/latest/methods/Anchors.html
https://aifs360.mybluemix.net/examples/max_object_detector
https://modelcards.withgoogle.com/object-detection#performance
https://aifs360.mybluemix.net/examples/max_object_detector
https://www.microsoft.com/en-us/research/publication/datasheets-for-datasets/
https://aifs360.mybluemix.net/examples/max_object_detector
https://modelcards.withgoogle.com/object-detection#performance

Charlson Comorbidity Index
Rogers, Steve Age SEX gacs y

MRN: 111111 78 M Black COPD, PVD, Type 2 DM (2% 10-year survival) N
.......................... ; 7 . -
v History @ v 30day risk of all cause admission 1. Data | viewdatasouces (O [EEEEEES
........................E Medicare Claims data (2008-2011)
Last 12 mo - o oo

30 day admission risk Characteristics of 212, 236 Medicare beneficiarie
randomly selected and shared by CMS

Admissions l Low Moderate High 5 %

Age
1in20ch <60
Emergency Dept 0 (1 in 20 chance)

60-69
Hospital Acquired - ‘

70-79
>=80
Conditions 0 Risk score confidence: Good (+/- 2%) (i)

Gender
Male

Female

. . Race
v Factors that contribute to the risk of admission © v Action impact | &k
Hispanic 18%
No pnemonia vaccine Other or
unidentified 20%

3, Why <«— Decreases risk | Increases risk —»

Pnemonia vaccine

People like Steve who had a pnemonia vaccine

Charleson Comorbidity had 3 percent point lower risk. (?) What sources are NOT included?
Index (6_points, 13%) 3 : T K There is no Medicare Part D (medications) data or any
(o AN A TS ) EHR data (labs, physiological data, notes) used in the

Mood Disorders (yes) prediction.

4. How to be that

ED Visits (4)

Active smoker

Smoking cessation

People like Steve who don’t smoke have a 1
percent point lower risk.

<0 1 percent point lower risk )

View Programs

COPD (true)

Age < 80

Risk factor to eliminate Risk improvement
* This is made up patient data. No PHI is included
> ED visits -10%
> Mood disorders -9%
> Pneumonia risk -3%
> Smoking 5. How to be that
(first version)

Liao et al. Question-Driven Design Process for Explainable Al User Experiences. (Under review)



Open Question 2:
How to expand the toolbox?

How to operationalize the missing element

: i)
What's missing? and make it an actionable tool?



What’s missing? From Al explanations to
explainability

Algorithmic

Explainability goal: )
explanation

sense-making for better
decisions



Socially situated explainability

"Sense-making is not just about opening the closed box of Al, but also about who
IS around the box, and the socio-technical factors that govern the use of the Al
system and the decision. Thus the 'ability' in explainability does not lie
exclusively in the guts of the Al system”

Ehsan et al. Expanding Explainability: Towards Social Transparency in Al systems.To appear in CHI 2021



Towards socially situated explainability: an
actionable framework

Customer: Scout Inc. Product: Access Management (SaaS) Product ID (PID): 43523X
Recommendation: Sell at $100 per account per month
Justification: the Al system considered the following components

[0] Quota goals [0] Comparative pricing: what similar customers pay [0] Cost: $55 /account/month

5a2 For this customer, 3 members of your team received pricing recommendations in past sales

e However, T out 3 have sold at the recommended price. Click to see more details.

Nadia M.
Sales Assoc. (AB34)

b

Q Action: Reject Recommendation o Outcome: No Sale

Comment: Long-term profitable customer; main revenue from a different vertical ;
selling at cost price to maintain relationship

W Oct 2 2019

Eric C. ) , Action: Accept Recommendation s Outcome: Sale
= _Sales Manager (X289) Comment: Recommended price aligned with profit margins; customer felt the price
was fair

i Dec 14,2019

. What
Jess W Action: Reject Recommendation S Outcome: Sale
AW Who & Sales Director (RE43) 0 Comment: Covid-19 pandemic mode; cannot lose long-term profitable customer;
 Why offered 10% below cost price
# May 6, 2020
- When © Ny

Ehsan et al. Expanding Explainability: Towards Social Transparency in Al systems.To appear in CHI 2021



What are the most significant advances and open questions in XAl?
How might they influence industry?

«Open question 1: How to actually select and
translate the toolbox into good user experiences?

«Open question 2: How to expand the toolbox to
support explainability/understanding?

Have answers? Submit to our virtual workshop on Operationalizing
Human-Centered Perspectives in Explainable Al at CHI 2021

https://hcxal.jimdosite.com/ (Deadline February 14)



https://hcxai.jimdosite.com/

Thank YOU!

Q. Vera Liao
vera.liao@ibm.com
www.gveraliao.com

@QVeralLiao
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