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ABSTRACT
Text-based conversational systems, also referred to as chat-
bots, have grown widely popular. Current natural language
understanding technologies are not yet ready to tackle the
complexities in conversational interactions. Breakdowns are
common, leading to negative user experiences. Guided by
communication theories, we explore user preferences for
eight repair strategies, including ones that are common in
commercially-deployed chatbots (e.g., confirmation, provid-
ing options), as well as novel strategies that explain charac-
teristics of the underlying machine learning algorithms. We
conducted a scenario-based study to compare repair strate-
gies with Mechanical Turk workers (N=203). We found that
providing options and explanations were generally favored,
as they manifest initiative from the chatbot and are action-
able to recover from breakdowns. Through detailed analysis
of participants’ responses, we provide a nuanced understand-
ing on the strengths and weaknesses of each repair strategy.
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1 INTRODUCTION
In 1966, Eliza simulated dialogue as a Rogerian psychothera-
pist [47]. Fast forward to 2016, the MIT Technology Review
heralded chatbots as one of the year’s breakthrough tech-
nologies [33]. Chatbots have made much headway since
Eliza’s introduction. However, it has become apparent that
current conversational technologies are still inadequate at
handling all of the complexities of natural language inter-
actions, as manifested by a number of high-profile chatbot
failures [2, 34]. Breakdowns in understanding user input
happen often, and they can have profound impact on how
people perceive and interact with a chatbot. In the worst case,
they may abandon the chatbot or the current task. Or, they
may need to endure a haphazard trial-and-error process to
recover from the breakdown. Both breakdowns and current
recovery processes decrease peoples’ satisfaction, trust, and
willingness to continue using a chatbot [19, 20, 28].

A universal challenge faced by chatbot developers is how
to design appropriate strategies that mitigate the negative
impact of breakdowns. Previous work [19, 24, 42, 48] studied
strategies that aim to alleviate peoples’ negative emotional
response from agent or robot breakdowns, such as show-
ing politeness and apologetic behaviors. However, in task-
oriented settings, such as a chatbot performing information
assistance, these strategies may be ineffective if the user still
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fails to accomplish the task. In this paper, we focus on strate-
gies that support repair – recovering from the breakdown
and accomplishing the task goal.

Repair is a ubiquitous phenomenon in human communica-
tion. When a breakdown happens in a conversation, people
take a variety of actions such as repeating, rephrasing, or
clarifying, to repair it. Although chatbot users should be
skillful in using similar actions as the speaker, the repair task
becomes challenging as the listener is no longer a fellow
human. Two problems often impede the repair process with
chatbots: 1) there may be a lack of evidence that a breakdown
has occurred, which may either be a limitation of the under-
lying technology (i.e., unable to recognize a breakdown) or a
failure in design to communicate the breakdown; 2) the sys-
tem’s model is unfamiliar for the user to choose an effective
way to repair. When talking to another person, repairs are
almost subconscious acts, which may include a combination
of speech, gesture, and facial expression [6]. Chatbots rely
on machine learning algorithms to process a user’s input,
which are “black boxes” for the user. Though these interfaces
are deemed “conversational,” they may not be repaired in
the same way as talking to another person [32].

In this work, we study repair strategies that a chatbot (lis-
tener) could adopt to tackle the above problems – providing
evidence for the breakdown and supporting repair towards a
desirable direction for the system model. We note that many
commercial chatbot products are already adopting repair
designs to serve these goals. One example is to ask for con-
firmation when the system has low confidence, which gives
a clear signal of a potential breakdown and allows the user
to initiate repair without the system mistakenly executing a
task. Another example is to provide options of tasks that the
chatbot can handle based on their proximity to the user’s
input, which not only indicates that a breakdown occurred,
but also drives the interaction to the scope of the system
model’s capabilities.
This paper makes two contributions. First, we identify a

set of repair strategies, informed by communication theories
and prior work on conversational agents. In addition, we in-
troduce a group of novel repair strategies that aim to expose
the system model, as inspired by recent work in explainable
machine learning [35, 41, 46]. These strategies explain why
a breakdown occurred, such as showing which keywords
the system was able/unable to understand, in order to as-
sist a user in effective self-repair. These strategies contrast
with system-repair strategies such as directly providing op-
tions. Second, we conducted a scenario-based study with
Mechanical Turk workers (N=203) to systematically under-
stand people’s preferences for different repair strategies. Our
study focuses on text-based chatbots, which are widely used
and growing in popularity [21], although some of the repair

strategies we examined can be applied to voice-based agents
as well.

2 BACKGROUND AND RELATEDWORK
Our study is informed by communication theories relevant to
conversational breakdown and repair, prior work on repair
in human-agent interaction, as well as transparency and
explanation of machine learning systems.

Breakdowns and Repairs in Communication
Social scientists have long been interested in studying repairs
in human communications, defined as “the replacement of
an error or mistake by what is correct” [36]. Schegloff et al.
made the distinction between self- and other- repair [36],
referring to the correctionmade by the speaker or the listener,
respectively. A distinction is also made between the initiation
and the outcome of a repair. The person who initiates a repair
is not necessarily the one who completes it. Empirically,
Schegloff et al. concluded a preference for self- over other-
repair regardless of who initiates it.

Repair is also frequently studied under the framework of
grounding in communication, proposed by Clark and Bren-
nan [10]. Grounding describes conversations as a form of col-
lective action to achieve common ground or mutual knowl-
edge. As a speaker presents an utterance, evidence of un-
derstanding, whether explicit or implicit (e.g., a correct re-
sponse), is expected. If there is a lack of evidence or presence
of negative evidence, the speaker may choose to initiate a
repair. The theory uses the concept of cost to explain why
a repair strategy is used, or if the breakdown is ignored
without repair. For example, formulation cost predicts that a
speaker prefers simple ways of rephrasing (e.g., correcting a
partial sentence) over providing a complete new utterance.
It also explains the preference for self- over other-repair
by minimizing turn-taking cost (number of potential repair
turns needed) and fault cost (i.e., being perceived at fault).
In a serial work to adapt the grounding framework for

human-computer interaction [5, 7], Brennan highlighted that
the understanding models are private to each party, and dia-
log partners can only estimate how to converge them. When
the dialog partner is a machine, its private understanding
model is significantly mismatched from the human speaker,
posing challenges for grounding or repair. Brennan derived a
theory-driven model for a spoken dialog system to explicitly
indicate in which state the breakdown happens, such as the
attending, recognizing, interpreting, or acting stage.

Repair in Human-Agent Interaction
Recently there has been a growing volume of research on
human-agent interaction. A common theme in work study-
ing everyday use of conversational agents is users’ strug-
gle with natural language interactions [26–29, 32]. Myers
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et al. studied chat logs of a voice based interface (VUI) to
identify types of errors and users’ coping tactics [29]. They
found NLP errors – misunderstanding a user’s utterance –
to be the most common type of error, and users engaged in
a variety of tactics including hyper-articulation, simplifica-
tion, and providing more information in attempts to repair.
Porcheron et al. conducted a field study of user interactions
with Amazon Alexa [32] at homes and found that a signifi-
cant amount of interactions were dedicated to repair. They
attributed the challenge of user repair to a lack of indication
of trouble in Alexa’s error messages: “[Alexa] provides no
mechanism for further interaction, and does not make avail-
able the state of the system, allying the VUI with notions of a
‘black box’”. This conclusion echoes a long-standing concern
on the limitation of conversational agent interfaces – a lack
of transparency on system status and affordance [28, 39].
Besides these studies providing a descriptive account of

breakdown, work that suggests design solutions to support
the repair process has been limited. A distinction should
be made between agent-initiative and user-initiative sys-
tems [17]. In the former case, systems with the dialogue
initiative can restrict users’ responses by asking close-ended
questions. It is in the latter case where breakdowns are com-
mon, as users can ask free-form questions, and repairing
breakdowns is challenging because users are uncertain about
the system’s status and capabilities. Popular commercial
agents, such as Apple’s Siri and Amazon’s Alexa, are mostly
user-initiative. They are also considered goal-oriented be-
cause users have an information goal to achieve from the
interaction. For non-goal-oriented chatbots (i.e., for chit-chat),
Yu et al. [50] enumerated a list of strategies such as repeat-
ing parts of the user utterance, switching topics, and telling
jokes, but they aim to engage users for further interaction
instead of supporting repair.
The related human-robot interaction (HRI) community

has studied designs to mitigate the negative effects of ro-
bot breakdowns. With humanoid robots, the focus has been
on social behaviors that make users more tolerant or will-
ing to help. For example, multiple studies explored using
politeness and apology strategies to request help when the
robot malfunctions [14, 25, 40]. Most relevant to ours is the
work by Lee et al. [24]. Using a scenario-based survey, they
studied three strategies for a robot to recover from a break-
down: apologies, compensation, and providing options. They
found individual differences in repair preferences based on
service orientation: those with a relational orientation pre-
ferred apologies, while those with a utilitarian orientation
(interactions with the bot are purely transactional) preferred
compensation [24]. In our study, we borrow the methodol-
ogy of a scenario-based survey as it provides a means to
gather a large quantity of data for our set of repair strategies,
and it allows us to strictly control the interaction process

and outcomes to evaluate the perception of different repair
strategies. Different from Lee et al. [24], we adopt a pairwise
comparison design to elicit reasons for peoples’ preferences
between different repair strategies.

Explanation of Machine Learning System
Work reviewed above suggests exposing an agent’s underly-
ing model could effectively support repair in user-initiative,
goal-oriented conversations. Notably, a recent study intro-
duced an interface that persistently displayed a chatbot’s
state of understanding to the user [18], and enabled users
to edit directly when an error happened. Current chatbots
often work in a question-and-answer format relying on an
intent model [49], which uses machine learning classifiers
to map a user utterance to one of many pre-defined intents
(e.g., “hello” and “hi” would be classified as the greeting in-
tent). However, little work has explored exposing the status
of these machine learning classifiers to a chatbot’s users.

We draw inspiration from recent work on explanation of
machine learning algorithms [15, 16, 46]. For text classifiers,
explanations are generated from their features, such as the
words used in the documents they classify. A common ap-
proach is to highlight keywords in a document that have the
highest weights for the classifier’s decision – “this document
is classified as sports news because it contains the keyword
football”. Stumpf et al. [41] explored peoples’ willingness
to provide feedback on machine learning systems when ex-
planations for their predictions were provided, including
keyword highlighting and rule-based explanations, and they
found that people provided rich feedback for improving the
systems. We note that keyword extraction can be achieved
through various methods for any kind of text classification
algorithms [35]; thus, our design of explanation-based repair
strategies is agnostic to the actual underlying classifier.

3 REPAIR STRATEGIES & RESEARCH QUESTIONS
We used several concepts from communication theories on
grounding [10] and repair [36] to drive the choices of re-
pair strategies we studied. First, we considered the evidence
of misunderstanding or initiation of repair from the agent.
Given users’ unfamiliarity with the agent’s private model, it
is necessary for the agent to indicate a potential misunder-
standing. However, an HRI study found that users prefer the
agent to ignore the uncertainty and carry on an action until
the user initiates a correction [14]. Explicitly acknowledging
a mistake lowers the likability and perceived intelligence of
the agent, and may add friction to the interaction as the user
is obliged to respond to the initiation.

Second, we distinguished between self-repair and system-
repair. For a question-and-answer chatbot, users’ self-repair
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is usually limited to rephrasing the original input. System-
repair may diverge from other-repair in human-human con-
versations given the underlying machine learning model and
limited capabilities.
Lastly, we attempted to reduce users’ repair cost by ex-

posing details of system’s understanding status, so users can
engage in assisted self-repair. We drew inspiration from work
on explainable machine learning and introduce three novel
designs of agent explanation strategies.
In our study, we focused on the following eight repair

strategies (Figure 1) that have different attributes with re-
gard to the three above factors. We opted out of a factorial
design because these factors were either dependent or or-
thogonal. To initiate system-repair or provide explanation,
the agent must acknowledge the potential misunderstand-
ing; engaging in system-repair precludes assisting in users’
self-repair. These strategies were also chosen because they
can be broadly applied to chatbots that rely on the commonly
used intent-based model [49] – a chatbo relies on using a
multi-classifier to classify a user utterance to one of many
pre-defined intents, triggering a response linked to that in-
tent. Specifically, classification of each intent has a confidence
score, and the intent with the highest confidence is consid-
ered as the recognized intent. With an intent-based model,
it is common to define breakdown as when the confidence
levels for all intents are below a certain threshold. Our repair
strategies are concerned with the immediate action that a
chatbot would take after recognizing such a breakdown.

Repair Strategies
No evidence of a breakdown.

• Top response. Similar to the “ignore” strategy studied by
Engelhardt et al. [14], the chatbot gives no evidence of
a potential breakdown, but outputs the response to the
intent with the highest confidence, even when it is below
the threshold. In this scenario, the user would have to
initiate a repair after seeing the wrong response.

With evidence of a breakdown.

• Repeat. The chatbot recognizes a potential breakdown
and explicitly indicates it, then repeats the initial prompt
to the user.

• Confirmation. The chatbot recognizes a potential break-
downwhen the top intent falls below the confidence thresh-
old. It then explicitly confirms the top intent (e.g., “sounds
like you want to... is that correct?”). This strategy is con-
sidered more natural, and similar to how a human listener
initiates a repair [36].

With evidence of a breakdown, system-repair.

• Options. The chatbot not only indicates a potential break-
down, but also provides options of potential intents in

which it has the highest confidence. The system attempts
to repair by taking over the dialogue initiative to restrict
interaction within its capabilities.

• Defer. It is a common strategy for a chatbot to transfer a
request it is unable to solve to a human agent. We consider
deferring as a type of system-repair as it is a solution for
the system to resolve breakdowns via human intervention.

With evidence of a breakdown, assisted self-repair.

• Keyword highlight explanation. Inspired by keyword-
based explanations for text classifiers [41], we introduce
a strategy that reveals why an intent was mistakenly rec-
ognized by highlighting keywords in the user’s utterance
that contribute to the classifier’s decision. By exposing
the chatbot’s understanding mechanism, it is expected to
help the user rephrase by avoiding the keywords that the
chatbot misunderstood or by using words that are closer
to the desired intent.

• Keyword confirmation explanation. This strategy is
similar to keyword highlighting, but instead of highlight-
ing on the user’s original utterance, the chatbot explicitly
explains its understanding to the user in a confirmation
message. Although it is more natural in a conversational
form, it makes a trade-off in that it needs an additional
conversational turn.

• Out-of-vocabulary explanation. This strategy highlights
words that the bot did not understand in order to help the
user rephrase. This explanation can be realized by extract-
ing words that are distant or missing from the chatbot’s
training data or knowledge base.

ResearchQuestions
Weaddressed the following research questions in our scenario-
based study.
• RQ1: Which repair strategies are preferred when a con-
versational breakdown with a chatbot occurs, and why?
– RQ1a: Is it preferable to acknowledge breakdowns?
– RQ1b: Is it preferable to provide system-repair?
– RQ1c: Is it preferable to provide assisted self-repair by
explaining system’s understanding?

• RQ2: How do different individual and task-related factors
impact preferences for different repair strategies?
For RQ2, there were a number of individual factors we

considered, including social orientation with chatbots (i.e.,
desire for human-like social interactions [26, 27]), service
orientation (i.e., viewing service interactions as either trans-
actions or social interactions [24]), prior experience with
chatbots, and experience with technology. For task-related
factors, we considered scenarios with different repair out-
comes (successful or not) and different contexts (shopping,
banking, and travel).
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4 METHODOLOGY
To answer our research questions, we developed scenarios
in which a breakdown happens and then the chatbot adopts
one of the eight repair strategies as discussed above (shown
in Figure 1). All scenarios started with the same breakdown
as shown in the “Initial Prompt.”, where a wrong intent was
recognized (“add a credit card” instead of “addmy daughter to
my credit card”). This wrong intent was exposed by the repair
strategies except for Top, Repeat and Defer. For example, the
Keyword Highlight Explanation strategy highlighted the
keywords “add” and “card”. After seeing the system’s repair
action, the user in all scenarios provided the same input
(expanded original queries by mentioning “add as authorized
user”), and ended the conversation in success in Figure 1.
To answer RQ2, we examined different repair outcomes.

In half of the scenarios, after the user’s second attempt, the
chatbot provided the correct answer as shown in Figure 1;
in the other half, the user’s second attempt led to another
breakdown. In chatbot interactions, it is common that a user
has to make multiple attempts to repair; thus, it was im-
portant to study whether repair strategy preferences dif-
fered when the repair interaction did not succeed. We also
introduced three different task contexts (shopping, bank-
ing, travel) to examine the generalizability of repair strategy
preferences. Figure 1 shows the banking scenarios. In the
shopping scenarios, the user inquires information about a
previous order. In the travel scenarios, the user asks for di-
rections to a tourist attraction. In total, we developed 48
scenarios: 3 (context) × 8 (repair) × 2 (outcome success).

Paired Comparison Experiment
We adopted a pairwise comparison experiment to collect
peoples’ preferences for repair strategies. Our experiment
consisted of tasks in which we randomly showed participants
two of the eight repairs, but with the same context (shop-
ping/banking/travel) and outcome (successful/unsuccessful).
We asked participants to select which scenario appealed to
them more and describe why they had made their selection.

Pairwise experiments are commonly used in various fields
of research to determine participant judgments [9, 22]. Pair-
wise comparisons could yield more realistic results than
Likert scales [1] because they take advantage of simple judg-
ments and prioritize a small set of stimuli to learn people’s
preferences [8, 12]. They also allow us to elicit qualitative
responses on the desirable traits of one repair strategy over
another. We performed rank analysis of our pairwise com-
parisons using the Bradley-Terry model [4].

Individual Factors Survey
We are interested in how the following individual factors
impact preferences for repair strategies: social orientation

toward chatbots, service orientation, prior experience with
chatbots, and experience with technology in general. These
factors have been shown to impact peoples’ preferences and
behaviors. All measures were self-reported using 5-point
Likert scales.

Social Orientation toward Chatbots: Introduced by Liao et
al. [26, 27], this measure reflects a desire to engage in human-
like social interactions with chatbots, which is associated
with a mental model of an agent system as being a sociable
entity. They found that people with a high social orientation
desire natural conversation and social designs from the agent
while those low in social orientation used chatbots like an
information search engine. We used the scale introduced
in [26]: “I like chatting casually with a chatbot” and “I think
‘small talk’ with a chatbot is enjoyable.” Cronbach’s α was
0.84 indicating high reliability.

Service Orientation: In Lee et al.’s work studying recovery
strategies for robot breakdown [24], they noted a preference
difference between those with a utilitarian vs. a relational
service orientation. We adapted two items from their work:
“Efficient customer service is important to me” and “I found it
frustrating when a customer service representative could not
immediately give me the information I need.” However, Cron-
bach’s α was 0.38 indicating poor reliability, so we include
these items as two separate measures in our analysis: service
frustration and service efficiency.

Experience with Chatbots: We assessed self-reported prior
experience with chatbots: “I am familiar with chatbot tech-
nologies” and “I use chatbots frequently.” Cronbach’s α was
0.71 indicating good reliability.
Experience with Technology: We assessed self-reported

tech-savviness: “I consider myself an advanced technology
user” and “I am eager to try new technologies.” Cronbach’s α
was 0.70 indicating good reliability.

Participants, Task, and Procedure
Participants were recruited on Mechanical Turk with the
requirement of being 18 years or older. In each task, partic-
ipants performed 10 pairwise comparisons between repair
strategies for a given scenario and outcome. Each scenario
was presented turn-by-turn, with three-second typing indi-
cation pauses in between chat bubbles to simulate the inter-
active experience of a chat. After reading the first scenario
(shown on the left half of the screen), participants clicked
a button to show the second scenario (shown on the right
half of the screen). After both scenarios were presented, par-
ticipants were asked to select which chatbot they preferred
and give an explanation as to why. Scenarios were selected
randomly without replacement so the same participant did
not see the same combination of factors twice, and two con-
trol scenarios were included as attention checks. The first
repeated a previous scenario to see whether the participant
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Figure 1: Eight repairs for the successful banking condition. At the top left, we show the initial prompt in all conditions.

gave it the same rating. The second provided a comparison
between a chatbot that had successfully repaired the break-
down with one that did not, and participants were expected
to express a preference for the one that was able to success-
fully repair. After finishing all 10 comparisons, participants
filled out a survey that collected demographic information
and measurements of individual factors as discussed above.
The overall task took about 10 minutes to complete, and par-
ticipants were compensated $1.50 USD for their participation
($9 USD/hr).

We deployed a total of 340 tasks on Mechanical Turk. We
filtered out 137 participants (40%) who did not pass the at-
tention checks, yielding a final sample of 203 participants
(141 male, 69%) and 1,624 pairwise comparisons. Of these,
124 (61%) held a bachelor’s degree, and 28 (14%) held a post-
graduate degree. The average age of our participants was

34 years (SD=9 years). Most of our participants spoke Eng-
lish as their native language (N=179, 88%), and other native
languages included Hindi (4%), Malay (3%), and Tamil (3%).

5 RESULTS
In this section, we describe participants’ preferences for re-
pair strategies and the underlying reasons (RQ1), where we
pay attention to preferences with respect to the acknowl-
edgement of breakdowns (RQ1a), system-repair (RQ1b) and
assisted self-repair (RQ1c). We then explore how individual
and task-related factors impact these preferences (RQ2).

Preferences of Repair Strategies (RQ1)
The Bradley-Terry model [4] is a mathematical model that
estimates a vector of “ability scores” for a set of paired object
comparisons, which yields an ultimate ranking of all objects.
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Preferred repair vs. Rejected repair p-value

Options vs. Keyword Highlight 0.000**
Options vs. Confirmation 0.000**
Options vs. Repeat 0.000**
Options vs. Top 0.000**
Options vs. Defer 0.000**
Options vs. Keyword Confirmation 0.000**
Options vs. Out-of-Vocabulary 0.002**
Out-of-Vocabulary vs. Confirmation 0.000**
Out-of-Vocabulary vs. Top 0.000**
Out-of-Vocabulary vs. Repeat 0.000**
Out-of-Vocabulary vs. Keyword Highlight 0.000**
Out-of-Vocabulary vs. Defer 0.000**
Out-of-Vocabulary vs. Keyword Confirmation 0.041
Keyword Highlight vs. Top 0.036
Keyword Highlight vs. Confirmation 0.058
Keyword Highlight vs. Keyword Confirmation 0.576
Keyword Highlight vs. Repeat 0.270
Keyword Confirmation vs. Confirmation 0.014
Keyword Confirmation vs. Top 0.008*
Keyword Confirmation vs. Defer 0.061
Repeat vs. Defer 0.855
Repeat vs. Keyword Confirmation 0.094
Defer vs. Keyword Highlight 0.199
Confirmation vs. Defer 0.546
Confirmation vs. Repeat 0.433
Top vs. Defer 0.413
Top vs. Repeat 0.315
Top vs. Confirmation 0.828

Table 1: Significant values, after Bonferroni adjust-
ment (p <0.05/8), are noted with **. Marginally signifi-
cant values (p <0.1/8) are noted with *.

This model has been used in previous HCI studies that con-
ducted pairwise comparison experiments (e.g. [3, 37]). We
use the BradleyTerry2 R package [44] to generate an overall
ranking of repair strategies followed by pairwise comparison
tests for significance. For each repair, the model conducts a
pairwise test that generates a p-value for each other repair to
which it is compared. We used a Bonferroni correction [45]
to account for the number of individual comparisons made
(p < 0.05/8 for significance, p < 0.1/8 for marginal signif-
icance [11]). In Figure 2, we show the overall rankings, as
well as separate rankings for when the scenario was success-
fully or unsuccessfully repaired. In Table 1, we present the
p-values for pairwise comparisons.
As seen in Figure 2, the Options repair was unarguably

the most favored strategy, preferred in pairwise compar-
isons over all other strategies (Table 1). Assisted self-repairs
– Keyword Highlight, Keyword Confirmation, and Out-of-
Vocabulary Explanation – were generally favored, with Out-
of-Vocabulary Explanation as the most preferred among the
three. For the rest – Defer, Confirmation, Repeat, and Top –
preferences were noisier. Part of the reason, as we observe
in Figure 2, is that they were ranked differently in scenarios

with successful and unsuccessful repair outcomes. Most evi-
dently, Defer was outranked by all other repairs when the
repair was successful, but ranked secondwhen the repair was
unsuccessful. This difference implies that if a breakdown can
be easily repaired, people prefer to resolve it with the chat-
bot, whereas if the repair fails after an initial attempt, they
desire a human agent to be involved, even if the human agent
is unable to resolve it immediately (as in the scenario). We
also observe that simple strategies – Top and Repeat – were
ranked higher in successful than unsuccessful scenarios. This
finding suggests that if the breakdown is straightforward
enough to repair with one attempt, chatbots that don’t offer
evidence of breakdown or repair assistance are acceptable.

Reasons for Preferences (RQ1)
Along with collecting preferences, we asked participants to
give reasons why they selected one repair strategy over an-
other. The authors individually reviewed this data and used
open coding [13] to extract themes in the open-ended an-
swers. Codes were harmonized after two iterations of review
and discussion, resulting in the final set of themes shown
in Table 2. A few common themes were observed across re-
pair strategies, reflecting general desires for repair design:
1) efficiency and efficacy were desired when recovering from
the breakdown to accomplish the task goal, as demonstrated
by codes such as “faster,” “concise” (easy to read), “help to
rephrase,” and “less typing required”; 2) some strategies in-
creased perceived intelligence and capability, especially when
the agent demonstrated its understanding through confirma-
tion or explanations, or when it proactively assisted repair via
explanation or directly providing options; 3) politeness was
demonstrated in strategies that presented an understanding
before executing a response (e.g. confirmation, explanations);
and 4) naturalness, in which participants felt that interactions
faithfully resembled human conversations, was not felt in
strategies that highlighted keywords or provided options.
Based on the results shown in Table 2, we focus on address-
ing our research questions regarding breakdown evidence,
system-repair, and assisted self-repair.

Explicit Acknowledgement of Breakdown (RQ1a). Our rank-
ing results suggest that participants preferred chatbots to

Figure 2: Bradley-Terry rankings of repair strategies. From
left to right, rankings for: all data, successful conditions, un-
successful conditions. From top to bottom: lowest ranked to
highest ranked.
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Repair Strengths Weaknesses

Top concise with no extraneous questions; simple interaction began an unwanted process without confirming; lacks resource to re-
solve breakdown; unfriendly and rude

Repeat concise; natural; explicit about lack of understanding appears less intelligent; did not show interest of understanding; lack
of resources for user to repair

Confirmation verify before take an action; show understanding capability; polite; nat-
ural

longer conversation to respond to confirmation; appear less competent
by repetitively confirming

Options provide choices to resolve the issue faster; narrow down to what it
can do; show understanding capability and intelligence; less typing re-
quired by user

complicates with clutter; unnatural; more reading

Defer interaction with human is faster; human more likely to solve the prob-
lem; prefer interacting with a human

wait time and interaction with human slower; human intervention is
unnecessary

Keyword Highlight
Explanation

show understanding capabilities; help users to rephrase; teach user
how to interact with the chatbot; proactively making an effort; intu-
itive explanation; resolve issue faster with less turns

verbose; repetitive description; highlighting is visually unappealing;
less natural

Keyword Confirma-
tion Explanation

show understanding capabilities; help users to rephrase; teach user
how to interact with chatbots; proactively making an effort; polite; con-
cise

highlighting is visually unappealing; longer conversation to respond
to confirmation; less information provided

Out-of-Vocabulary
Explanation

show understanding capabilities; help users to rephrase; teach user
how to interact with chatbots ; proactively making an effort; polite;
concise; specific about why it fails to understand

appear less competent unable to understand simple words

Table 2: Strengths and weaknesses of repair strategies reported by participants.

explicitly acknowledge a potential breakdown, as Top was
generally less favored. Our qualitative data reveals that to
proceed with a wrong response is not only unhelpful for
resolving the breakdown, but is also perceived as rude, un-
friendly, and putting in no effort. Although for scenarios in
which the breakdown was resolved in one attempt, partici-
pants were more tolerant of the Top strategy, and some also
favored its simplicity.
Two similar strategies that acknowledge potential break-

downs – Repeat and Confirmation – had interesting trade-
offs. Participants perceived Confirmation to be more polite
(verifying before taking an action) and intelligent (showing
its understanding capability) than Repeat, but some found it
more burdensome to have to read and respond to the con-
firmation. Both strategies were considered natural as they
resemble ways that a human listener would initiate a repair.

Our results also suggest that while participants like chat-
bots to acknowledge potential breakdowns, they may be
turned away by messages that are redundant and repetitive,
such as the current design of Keyword Highlighting, where
a prompt about the indication of highlighting was repeated.

System-Repair (RQ1b). We introduced two distinct strate-
gies for system-repair: Options and Defer. Participants fa-
vored Options because it was efficient and required less effort
from the user in formulating and typing. They also perceived
the chatbot to be more intelligent by taking the dialogue ini-
tiative. We note that our scenario-based method may not
reflect the real-world success rate of different repair strate-
gies (e.g., Options may not always provide the correct sug-
gestion) However, Options strategy was favored even in the
unsuccessful scenarios, and one participant commented that

it “ends the conversation quicker when it doesn’t understand
instead of stringing me along.” (P76, Options vs. Top). Partic-
ipants also liked to have the “none of the above” option to
explicitly exit a conversation: ‘ It at least did provide a way
to say that it was on the wrong track: i.e. none of the above”
(P117, Options vs. Out-of-Vocabulary Explanation).

As discussed earlier, the status of a breakdown (success-
ful/unsuccessful) affected participants’ preferences. When
the repair failed, Defer was a preferred strategy as a human
agent is more likely to resolve a difficult issue. In contrast, if
success can be achieved through a single repair, participants
generally found the intervention of a human agent to be
unnecessary. “I liked the fact that the bot continued to try
to work out what was being asked rather than immediately
referring the user to a human agent, which defeats the purpose
of the bot.” (P77, Keyword Confirmation vs. Defer).

Assisted Self-Repair (RQ1c). Repair strategies that aid with
self-repair, by exposing the chatbot’s understanding model,
were generally ranked highly compared to strategies that
provided no evidence of misunderstanding (Top) or simple
acknowledgement (Confirmation). The qualitative results
revealed several themes shared by these strategies. First,
they provide actionable resources for the user to resolve the
breakdown, either by avoiding undesirable words or using
words more specific to the targeted intent when rephrasing:
“I really like seeing the keywords highlighted since it gives me
insight into the logic behind the bot’s responses, which will
assist me if it does not provide the response I want.” (P108,
Keyword Highlighting vs. Repeat).

CHI 2019 Paper  CHI 2019, May 4–9, 2019, Glasgow, Scotland, UK

Paper 254 Page 8



Second, these strategies make the chatbot to appear more
intelligent, not only by exhibiting its understanding capa-
bilities, but also by showing pro-activeness to help repair:
“bot is interactive and appears to have interest in understand-
ing question by asking questions to clarify.” (P42, Keyword
Confirmation vs. Repeat).
Lastly, some participants noted an educational aspect, in

that the explanations helped them better understand how
the chatbot worked by “teach[ing] you how to speak to the
bot” (P151, Out-of-Vocabulary vs. Confirmation). However, the
explanation-based strategies were considered less natural
as they did not resemble human conversations due to their
use of GUI elements (e.g. highlighting words) that some
participants found to be visually unappealing.
By directly highlighting keywords in the user’s original

utterance, Keyword Highlight Explanation was considered
more intuitive in explaining how the underlying algorithm
worked. However, the particular design decision of including
a repetitive and verbose prompt that described the highlight-
ing – “I’ve highlighted keywords in your response...” – was
disfavored. Future work should consider removing descrip-
tion after the first few rounds of interaction. In comparison,
Keyword Confirmation was more concise and appeared to
be polite by verifying first, but it has the drawback of adding
additional turns and user effort in order to respond to the
confirmation. While Out-of-Vocabulary Explanation was per-
ceived to be more explicit about its misunderstanding to help
the user rephrase, some felt it appeared less intelligent if it
could not understand common words.

Impact of Individual and Task Differences (RQ2)
In this section, we explore how the individual factors of
social orientation toward chatbots, service frustration and
efficiency, experience with chatbots, and experience with
technology, as well as task variables of repair outcome (suc-
cess/failure) and context (shopping/banking/travel), impacted
preferences for the eight repair strategies. We rely on a statis-
tical modeling approach. For each repair strategy, we selected
all paired comparisons in which it appeared (N ∈ [356, 389]),
then built a logistic regression model predicting whether it
would be the winner or not by including the individual and
task factors as independent variables. Thus, we ran eight
logistic regression models. We focus on results that were
statistically significant. We also tested preferences by gender
and did not find any significant differences.

Social Orientation toward Chatbots. Social orientation re-
flects individual differences in the tendency to engage in
human-like social interactions with chatbots, associated with
a difference in mental model, of seeing agents as sociable
entities rather than machines [23, 26, 27]. We found that
participants with higher social orientation were significantly

more likely to favor the Top strategy (β = 0.39, SE = 0.11,
p < 0.001) and marginally less likely to favor Keyword Con-
firmation Explanation (β = −0.18, SE = 0.10, p = 0.07) or
Options (β = −0.22, SE = 0.13, p = 0.08). These results are
consistent with the notion that people with a high social
orientation prefer natural conversations and may have felt
the use of options and keywords to be mechanical. While
we identified naturalness to be a desirable characteristic of
repair strategies, it is likely to be preferred more by those
with a high degree of social orientation toward chatbots.

Service Frustration and Efficiency. Lee et al. found that people
with a utilitarian orientation preferred robot repair that pro-
vided instrumental value instead of emotional comfort [24].
In our study, participants with higher service frustration
were marginally less likely to favor Keyword Confirmation
Explanation (β = −0.20, SE = 0.11, p = 0.06), but more
likely to favor Keyword Highlight Explanation (β = 0.19,
SE = 0.11, p = 0.10). The difference between these two
strategies is that the latter outputs a response directly and the
former takes an additional turn to explain the understanding.
Participants who are less patient with service interactions
preferred a strategy that resulted in fewer turns, even while
it may have appeared more mechanical and less polite.

Experience with Chatbots and Technology. Participants with
more prior experience with chatbots were more likely to
favor Confirmation (β = 0.32, SE = 0.15, p = 0.03), which
intuitively makes sense as confirmations are commonly used
in existing chatbot services. Participants with a greater level
of technological experience were marginally more likely to
favor Out-of-Vocabulary Explanation (β = 0.29, SE = 0.16,
p = 0.07), indicating that designs that expose details of the
underlying algorithms may appeal to more tech-savvy users.

Repair Outcome. When repairs were successful, participants
were more likely to favor Top (β = 0.45, SE = 0.22, p = 0.04)
and Repeat (β = 1.38, SE = 0.22, p < 0.001), and were less
likely to favor Defer (β = −1.37, SE = 0.22, p < 0.001) and
Keyword Confirmation Explanation (β = −0.45, SE = 0.21,
p = 0.03). We conclude that simple strategies (Top, Repeat)
are more acceptable if a repair can be achieved easily, while
more complex repair strategies (Keyword Confirmation) or
strategies requiring human intervention (Defer) may bemore
desirable in more difficult repair situations.

Task Context. We did not find any statistical differences
across task context, suggesting that our findings on repair
strategy preferences may generalize across different domains.

6 DISCUSSION
Wefirst summarize design recommendations for repair strate-
gies of chatbots. We then revisit the theoretical framework
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and discuss how our results contribute to understanding of
grounding in the context of human-agent conversation.

Design recommendations
AcknowledgingMisunderstanding with Forthrightness and Less
Redundancy. Our participants preferred repairs that explic-
itly acknowledge a breakdown, but complained that the repet-
itive acknowledgement to be “clutter” and “redundant.” We
recommend having alternative messages for acknowledging
misunderstandings, while carefully setting the uncertainty
threshold so that these acknowledgements do not appear
overly frequently. For example, for individuals more tolerant
of Top strategies, this threshold can be raised.

Explaining Models Naturally, Aesthetically, and Effortlessly.
We show that explaining the mechanisms of the underlying
models is considered helpful for repair, making the chatbot
appear intelligent and teaching users better ways of inter-
action. While UI elements such as highlighting can be a
powerful tool, one should carefully consider how to embed
them in conversations so that they do not appear to be “me-
chanical,” “unnatural,” “visually unappealing,” “hard to read”
or “confusing” (some participants confused highlighted key-
words with hyperlinks). Meanwhile, utilizing algorithmic
inference and rich UI elements are ways to reduce user ef-
fort. We found that the Keyword Highlight Explanation was
perceived as efficient by highlighting on the users’ original
utterance, saving a conversational turn. More advanced de-
signs, such as suggesting words to use, may further reduce
user effort.

Intelligently Repair with User Control. We show that repair
works best when an agent can proactively suggest the cor-
rect action. In reality, to achieve such a level of intelligence
requires significant effort in implementation, and even so
it may fail at times. In the survey responses, some partici-
pants noted that the “None of the Above” option provides
an explicit “way out” or “reset button.” One of the canonical
golden rules of user interface design is to provide a user
with the control to permit a reversal of actions [38]. It is
even more important in intelligent systems to always allow
user oversight on system agency. Besides a way to exit, a
user may also desire to control the triggering condition of a
system repair, even to fine-tune the options (e.g., remove an
unlikely option for future interactions).

Adapting to Individuals and Contexts. We observed that pref-
erences for repair strategies are not universal. While it is
useful to identify individual and task-related factors that im-
pact preferences, one may also leverage the interactivity of
an agent system to adapt to individuals and contexts through
data or feedback-driven approaches.

Repair as a Collaborative Action with Costs
To guide the design choices of the repairs we studied, we
used grounding in communication as a theoretical frame-
work [10], which views conversations a collaborative action.
Our results show that participants increasingly preferred
strategies where the system provides increasing level of con-
tribution to the repair process. Specifically, we considered
three levels of contribution: 1) evidencing a breakdown; 2)
providing resources to assist user-repair; 3) actively taking
the initiative to repair.

In line with earlier work that built adaptive dialog systems
based on grounding activities [5, 30, 31, 43], our empirical
results support the point of view that grounding theory is a
robust framework that can be applied from human-human to
human-agent conversations. Core concepts such as collective
contribution, evidence of understanding, cost of repair, are im-
portant to consider in designing repair capabilities of agents.
However, the types of cost and their weights may change in
the new context of agent conversations, resulting potentially
different phenomena in choices of repair strategies. For ex-
ample, we found that system (other)-repair was preferred
over self-repair in our results, contradicting with observa-
tions from human-human conversations [10, 36]. One reason
could be that fault cost (being perceived at fault), which one
would try to minimize when talking to another person, is
no longer an issue when interacting with an agent. More-
over, the design we presented, requiring a participant to only
click an option, largely reduced formulation (rephrasing)
and production (typing) cost compared to all the other repair
strategies.
There is a caveat to our study, in that it did not capture

all dimensions of cost in actual interactions. While we tried
to control for the repair outcome in all conditions, a less
capable chatbot may have a low chance of suggesting rel-
evant intents, so a user may spend more effort having to
re-try from the beginning for multiple times, than directly
engaging in self-repair. This problem is relevant to “start-up
cost” and additional “turn-taking cost” that are considered
in the original grounding framework, but not captured in
our study design.

Cost can also be used to interpret the impact of individual
and contextual factors, by considering how they vary the
weights of different costs. For example, an individual with
high social orientation may consider “loss of naturalness”
as an undesired cost, but those low on the orientation may
assign little weight to such a cost. This explains why the
former group was more likely to appreciate simple, natural
repair strategies than the latter.

The notion of different costs can also direct us to consider
new designs of repairs. For example, a simple improvement
to explanation-based strategies is to allow users to easily
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retrieve and edit previous utterances, reducing their produc-
tion (typing) cost. Based on the idea of reducing turn-taking
cost, another improved design is “type-ahead repair,” by sug-
gesting a potential breakdown and explanation before the
user sends out the message.

By considering the dimensions of costs and benefits as the
underlying mechanism, and how a specific design embod-
ies them, one may start having a theory-guided framework
to understand and predict user preferences for various de-
signs of repair and broader conversational capabilities. While
grounding theory enumerates a comprehensive list of costs
regarding human communications, our work calls for further
empirical investigation to establish a theoretical framework
of grounding for human-agent communications.

Limitations
The results of this study are promising in delineating the
best repair strategies for human-agent repairs. However, we
acknowledge some limitations. First, for a lack of statisti-
cal significance, we could not make strong conclusions for
how some of the lesser-ranked repairs fare against each
other (Top, Repeat, Confirmation, Defer) given their larger
p-values. However, by answering research questions guided
by the theoretical framework, we believe that we paint an
accurate high-level picture of preferred repairs in human-
agent breakdowns. Second, limited by using a scenario-based
experimental study, our work could not account for how user
preferences for repair strategies are affected by nuances in
system performance, such as confidence level and perfor-
mance of the explanation methods. Future work should ex-
plore these questions with a real chatbot system. The study
was limited by the fact that we only tested scenarios with
a one-turn request-response task. Future studies can ben-
efit from evaluating different kinds of user tasks, such as
multi-turn conversations. Our study is also limited by our
sample of Mechanical Turk workers. Due to the linguistic
nature of our task, we desired to have fluent English speakers
participate. However, our final sample was biased toward
college educated males. Future work is needed to understand
how repair strategy preferences differ across languages and
cultures, which may have different expectations or norms for
how humans ought to interact with conversational agents.

.

7 CONCLUSION
To design repair strategies for breakdowns of conversational
agents, we consider key issues based on grounding theory in
communication: evidence of breakdown, self- versus other-
repair, and cost of repair. We provide a set of eight strate-
gies that capture variances in these dimensions, including a
group of novel repair strategies that explain the understand-
ing mechanisms of the underlying model. We conducted a

scenario-based study to compare preferences for these repair
strategies, and analyzed the reasons behind and individual
differences. Our results empirically validate theory-driven
guidelines that recommend three levels of contribution from
the agent to the collaborative action of repair: acknowledg-
ing potential breakdowns, providing resources to assist user
repair, and proactively suggesting solutions. As a starting
point, we encourage future work to develop a unified frame-
work that guides the choice of repair strategies for different
individuals and contexts.
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