
Towards an Optimal Dialog Strategy for Information
Retrieval Using Both Open- and Close-Ended Questions

Yunfeng Zhang, Q. Vera Liao, and Biplav Srivastava
IBM Research

Yorktown Heights, New York, USA
zhangyun@us.ibm.com, vera.liao@ibm.com, biplavs@us.ibm.com

ABSTRACT
The emerging paradigm of dialogue interfaces for information
retrieval systems opens new opportunities for interactively nar-
rowing down users’ information query and improving search
results. Prior research has largely focused on methods that
use a set of close-ended questions, such as decision tree, to
learn about the user’s search target. However, when there is
a myriad of documents or items to search, solely relying on
close-ended questions can lead to long and undesirable dia-
logues. We propose an adaptive dialogue strategy framework
that incorporates open-ended questions at the optimal timing
to reduce the length of the dialogue. We propose a method to
estimate the information gain of open-ended questions, and
in each dialog turn, we compare it with that of close-ended
questions to decide which question to ask. We present experi-
ments using several synthetic datasets designed to explore the
behavior of such an adaptive dialogue strategy under different
environments, and compare the system’s performance with
that of a close-ended-questions-only strategy.

ACM Classification Keywords
I.2.1 Artificial Intelligence: Applications and Expert Systems
—Natural language interfaces; I.2.6 Artificial Intelligence:
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INTRODUCTION
We frequently engage in conversations to collaboratively nar-
row down information queries, for example, when a career
consultant works with a client to identify the ideal job, when
a salesperson helps a customer find a product, or when we
discuss what kind of movie to watch together. We use diverse
questioning strategies to make the conversation efficient and
engaging. For example, the consultant may ask specifically
“what industry do you want to work in?” because that would
efficiently narrow down the choices. He or she may also
ask open-ended questions like “tell me what you care about
work?”, in the hope of starting a reflective conversation where
the client would reveal many preferences.
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There is a growing interest in adopting dialogue interfaces
for information retrieval (IR) systems to take advantage of
the interactivity that can improve the precision of information
querying processes. In the simplest form, systems like Google
Allo suggest query expansions for the next turn. Recent re-
search (e.g., [7, 5, 9]) explored reasoning algorithms to ask
follow-up questions, often by confirming additional features
to use to narrow down the information query. While such a
method is effective in improving IR results, it is inadequate for
systems that aim to exhibit realistically human-like conversa-
tional behaviors. For example, to build a conversational agent
taking the role of career consultant, the system should aim to
identify one or a small number of candidate jobs for the user,
instead of suggesting a long ranked list like conventional IR
systems do. Relying solely on asking close-ended questions to
confirm one feature at a time may also lead to long and boring
dialogues from which the user is likely to drop out.

Towards building efficient and engaging conversational IR
systems that adopt diverse questioning strategies like humans
do, we propose an adaptive IR questioning strategy framework
that alternates between asking close-ended and open-ended
questions for feature elicitation, with the goal of minimizing
dialogue length for identifying the user’s target document
or item. We present simulation experiments to compare the
performance of the adaptive strategy to that of a baseline
strategy that asks only close-ended questions. The simulations
are set up to explore the performance of the adaptive strategy in
several kinds of conditions characterized by (a) different user
behaviors in answering open-ended questions, (b) different
accuracies of the natural language processing system, and (c)
different traits of the item-feature dataset (such as different
mean values of features and correlations between features).

BACKGROUND AND RELATED WORK
With the recent development in NLP and conversational agents,
conversational IR systems (e.g., search, recommender) are
an emerging area of research drawing attention from both
academia and industry [11]. Research has generally focused
on two aspects. One is to develop methods to extract infor-
mation from natural dialogue scripts to update queries or user
models [2]. The other is to generate and manage the dialogues
for information querying, e.g. [7]. A conversational inter-
face is considered especially suitable for feature or preference
elicitation for at least two reasons [1]. First, it is naturally
interactive and thus users are likely more willing to provide
additional information. Moreover, it can pro-actively and dy-
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namically channel the information querying process in desired
directions. For example, to narrow down users’ queries, previ-
ous work explored asking confirmatory (Yes/No) clarification
questions such as “are you asking about topic X?” [5], and elic-
iting values for a feature by direct inquiry (e.g., “What VALUE
would you like for FEATURE X?”) or multi-choice questions
(e.g.“choices for FEATURE X are VALUE 1... VALUE N”) [3].
However, most existing work focused on system-initiative dia-
logues by asking close-ended questions. While it is intuitively
efficient to obtain targeted information, it fails to consider the
benefit of open-ended question such as “what do you care
about work?” in eliciting a larger quantity of information,
sometimes key preferences that the speaker is eager to provide.

IR QUESTIONING DIALOGUE STRATEGY FRAMEWORK
Our framework is based on a few assumptions about the IR
dialog system. Firstly, we assume that there are at least hun-
dreds of items to be searched with a large number of features.
Smaller search spaces may not require a dynamic or lengthy
dialog to identify the queried item. Secondly, we assume
that when answering open-ended questions, users describe
item features in natural language, and those features are ex-
tracted by a natural language processing (NLP) system. This
means that the features are binary—they are either identified
or not, but systems can accommodate features that have mul-
tiple values by converting them into multiple binary features.
For example, the feature "color" can be converted into binary
features that describe individual colors such as red, blue, etc.
This mechanism is suitable for today’s dialog systems that rely
heavily on NLP techniques to extract relevant information.

The core idea of our framework is a question selector that
optimally chooses between asking a close-ended question to
inquire about a single feature and asking an open-ended ques-
tion for which the user has a chance to report multiple features.
The selector decides by maximizing the expected information
gain (IG). While IG based approach has been explored in
previous work [10] to decide what features to inquire about
with closed ended-questions, we extend the consideration to
open-ended questions. That is, at each dialog turn, the selector
asks an open-ended question if the estimated IGopen of user
answering an open-ended question is larger than the IGs of
any close-ended question confirming a single feature.

The equation for calculating IG of a close-ended question for
a given feature F is:

IG(F) =−
n

∑
i=1

P(Ii)logP(Ii)+
n

∑
i=1

∑
v=0,1

P(Ii)logP(Ii|F = v)

(1)
where n is the number of candidate items in the current state,
P(Ii) is the a priori probability that the item being queried
is the ith item, and P(Ii|F = v) is the conditional probability
of Ii after knowing F’s value. The IGs need to be estimated
after every dialog turn for each unknown feature, because after
filtering the candidate items by the feature(s) known from the
last turn, the quantities in the above equations would change.

The above calculation of IG is similar to the one used by the
ID3 decision tree learning algorithm in [10], which is only
applicable to close-ended questions. To estimate the IG of

open-ended questions, there are many factors to consider: the
expected number of features that the user would report in an-
swering the question λNF (a higher number represents a more
cooperative user), the recall rate of the NLP system Rnl p, each
unknown feature’s information gain IG and likelihood to be
reported L, and the correlations between features ρ . In situa-
tions where features have high degrees of correlation, ρ needs
to be considered to avoid over-estimating the advantage of
open-ended questions as the combined IG of multiple reported
features would decrease. For simplicity, in this paper, we omit
the consideration of ρ and leave it for future work. In the
experiment, we will show that this omission does not have a
huge impact if only a few features are correlated.

Given the above considerations, we propose that:

IGopen = Rnl p λNF

m

∑
j=1

L jIG(Fj) (2)

Essentially, this equation states that the information gain of
open-ended questions can be estimated as the weighted sum
of the IG of all the m unknown features, multiplied by the
expected number of features that would be reported and the
NLP system’s extraction rate.

Besides IG, all other parameters of Equation 2 can be either
individually estimated from the data or jointly learned. For
example, Rnl p can be measured by submitting testing data
to the NLP system; λNF can be estimated by having human
experts to count from historical data of user answers; and L
can be learned from historical data by counting the report
frequency of each feature. Reinforcement learning algorithms
such as the one described by [8] can also be used to optimally
allocate a number of open-ended questions to estimate the
joint quantity of Rnl p ∗λNF . In this paper, however, we will
not focus on the methods for estimating these parameters.
Rather, we will assume that these estimations already have
a reasonable degree of accuracy, and our primary goal is to
explore the behavior of the adaptive strategy and compare its
performance to a close-ended-questions-only dialog strategy.

SIMULATION EXPERIMENTS
We use a simulation approach to compare the performance of
our adaptive IR questioning strategy with that of a baseline
strategy asking only close-ended questions. Compared to run-
ning user studies, this approach allows us to quickly explore
the behavior of the system in a wide range of conditions.

Setting up the Query Items Dataset
For the experiments, we simulate a user querying about one
item out of n items with m features, where the goal of the
dialog system is to elicit from the user the values of these
features for the targeted item. We fix n to 1000 and m to 200
as they have little impact on the dialog strategy selection as
accounted for by Equations 1 and 2.

The characteristics of the dataset that would most likely cause
varying system behaviors are (a) the distribution of IG across
features, and (b) the correlations between features. The distri-
bution of IG would change how close the weighted average
IG component in Equation 2 is to the highest IG of individ-
ual features, and hence alter how often the adaptive strategy



chooses open-ended questions. For correlation, high correla-
tion between two features would reduce the combined IG of
two features, which causes Equation 2 to overestimate IGopen
since it assumes features are independent.

To vary the distribution of IG and the correlations across fea-
tures, we went through three steps to generate the feature
values of an item. Firstly, to determine Feature j’s probability
of being associated with an item, P(Fj = 1) or P(Fj) for short,
we sampled a normal distribution N truncated to (0, 1) with
mean µ and standard deviation σ . µ is fixed to a small value
0.05 to reflect the fact that each NLP-extracted concept or
keyword tend to be associated with only a small portion of
the items. σ changes the spread of P(Fj) across features and
hence the spread of IG (the closer P(Fj) is to 0.5, the higher
the IG), and we varied it between two values 0.3 and 0.9.

The second step of generating the feature values was to sample
an m-dimensional multivariate-normal distribution Nm with
feature dimension j’s mean set to P(Fj) and its standard devia-
tion set to

√
P(Fj)(1−P(Fj)) (to mimic the binary Bernoulli

distribution). By changing the covariance matrix of Nm, we
could vary the correlations between features. We used the
hub-Toeplitz procedure (cf. [4]) to generate the correlation
matrix. This procedure generates correlations that decrease
from the maximum correlation ρmax to the minimum correla-
tion ρmin at a specified rate γ . We set ρmin to 0 and γ to 0.03
for all simulations such that only a few correlations are high
and others are close to 0. We then varied the ρmax between
0 (fully independent), 0.5, and 0.9 to explore the impact of
feature correlations. After sampling Nm, the last step was to
convert the real-number feature values to binary by setting
those below 0.5 to 0 (not associated with an item) and others
to 1 (associated with an item). The above three-step procedure
was then repeated n times to generate n items.

The Dialog Simulation Procedure
Besides the parameters for generating the query items, four
other parameters impact the simulation. Three of them were
about users’ behavioral patterns: how likely they query each
item P(Ii), how likely they report each feature L(Fj), and on
average how many features they tend to report in answering
open-ended questions λNF . Given a lack of user data to learn
these reporting patterns, for P(Ii) and L(Fj), we explored a
simple assumption where all features and items were equally
likely to be reported and queried. For λNF , we explored a
range of values between 1 and 3. Note that λNF used in
Equation 2 is the expected mean value. When simulating the
user, variations happen in each turn and occasionally the user
can fail to report any feature existing in the system feature
space. We simulated it through sampling the number of feature
reported in a specific turn from a Poisson distribution with
mean value of λNF . The one remaining parameter was the
recall rate of the NLP system Rnl p, which was varied from low
(0.2) to high (0.7). All parameters are summarized in Table 1.

As seen in Table 1, four parameters were varied: σ , ρmax,
Rnl p, and λNF . We ran one simulation experiment for each
combination of their settings for a total of 2×3×3×3 = 54
experiments. Within each experiment, we ran 1000 trials, each
querying about an item randomly drawn from the item dataset.

Name Description Values

n Number of items 1000
m Number of features 200
µ Mean of N used to sample a fea-

ture’s probability of being associated
with an item

.05

σ Standard deviation of N .3, .9
ρmax The maximum correlation used in the

hub-Topelitz procedure
0, .5, .9

P(Ii) Prob. of Item i being queried uniform
L(Fj) Prob. of Feature j being reported uniform
Rnl p NLP’s feature extraction rate .2, .5, .8
λNF Mean of Poisson distrib. for generat-

ing the number of features reported in
an answer to an open-ended question

1, 2, 3

Table 1. Summary of the simulation parameters.

Each trial went through many dialog turns until the target
item was found. At each turn, the adaptive strategy picked
the question with the maximum IG to ask, which could be an
open-ended question if IGopen is larger than IG of any close-
ended question. Next, we generated the simulated user answer.
If the question was close-ended about Feature j, the feature
value Fi j was taken as the answer, where i was the index of
the target query item. If the question was open-ended, the
simulated user first determined how many features it would
report, Nr, by sampling a Poisson distribution with a mean
of λNF . Then it randomly chose Nr features associated with
Item i (feature value = 1) to report (to reflect the tendency
that people report an item has a feature rather than lacks a
feature). For open-ended questions, the answers were further
passed through the simulated NLP system, where it sampled
a Bernoulli distribution with a success rate of Rnl p to decide
whether a feature would be extracted. The extracted features
were then added to the known feature set to filter the candidate
items for the next dialogue turn.

The Baseline Strategy and Performance Measures
We compared the adaptive strategy with a close-ended-
questions-only baseline strategy. The questions of the baseline
strategy were decided by SciPy’s entropy-based decision tree
classifier [6], which has the same performance as our proposed
strategy when it only asks close-ended questions because both
used the maximum information gain decision criterion. We
considered two outcome measures from the simulation: the
number of open- and close-ended questions asked in each
trial. Next section compares the results of the two different
strategies under the 54 different experimental settings.

Experimental Results
Figure 1 shows the results of the simulation. The bar length
represents the mean of the total number of questions asked by
the adaptive strategy in each trial. The green portion of the bar
represents the number of open-ended questions asked, while
the red portion close-ended. The horizontal line represents
the number of questions asked by the baseline strategy, which
remained at 10 across all conditions.

The results show that as λNF increased, i.e., users reporting
higher number of features in answering open-ended question,
the adaptive strategy asked more open-ended questions but



λNF = 1 λNF = 2 λNF = 3

Close-ended questions Open-ended questions

ρmax = 0 ρmax = 0.5 ρmax = 0.9

σ
=

0.3
σ
=

0.9

0.2 0.5 0.8 0.2 0.5 0.8 0.2 0.5 0.8

0
2
4
6
8

10

0
2
4
6
8

10

Rnlp

N
um

be
r o

f q
ue

st
io

ns

ρmax = 0 ρmax = 0.5 ρmax = 0.9

σ
=

0.3
σ
=

0.9

0.2 0.5 0.8 0.2 0.5 0.8 0.2 0.5 0.8

0
2
4
6
8

10

0
2
4
6
8

10

Rnlp

N
um

be
r o

f q
ue

st
io

ns

ρmax = 0 ρmax = 0.5 ρmax = 0.9

σ
=

0.3
σ
=

0.9

0.2 0.5 0.8 0.2 0.5 0.8 0.2 0.5 0.8

0
2
4
6
8

10

0
2
4
6
8

10

Rnlp

N
um

be
r o

f q
ue

st
io

ns

Figure 1. The average number of questions asked by the adaptive questioning strategy across the 54 experiments. The numbers are divided into
close-ended (red) and open-ended (green) questions. The horizontal line at 11 of each panel represents the performance of the baseline strategy. Fewer
questions, i.e. shorter bars, are better as they indicate fewer conversational turns are needed to determine the user’s information need.

fewer questions in total. At λNF = 1, the adaptive strategy
exclusively used close-ended questions, which resulted in sim-
ilar performance to that of the baseline strategy. The adaptive
strategy started to ask open-ended questions at λNF = 2 when
the Rnl p is high, and at λNF = 3 when the Rnl p is medium or
high. When open-ended questions were used, the total number
of questions was reduced compared to that of the baseline
strategy, demonstrating the effectiveness of our adaptive ques-
tion selector. There are a couple of exceptions when σ = 0.9
and ρmax = 0.9, and we will explore the reasons below.

The effects of σ and ρmax, two parameters that affect the in-
terrelations between features, are also clear from Figure 1.
Comparing the first row and second row, we can see that as
σ increased, the ratio of close-ended questions (red portion)
increased. This is because high σ means more dispersed IGs
across individual features, causing the maximum IG for close-
ended questions more likely to be higher than the average IG
used to derive IGopen. Therefore the adaptive strategy would
shift to asking close-ended questions more often. Compar-
ing the columns, we can see that as ρmax increased, the total
number of questions asked increased. This is because high
ρmax means high correlation between features, which would
cause Equation 2 to overestimate the combined IG of mul-
tiple features, and hence overestimate IGopen. Due to this
overestimation, the adaptive strategy would sometimes make
suboptimal decisions and ask more questions in total. At
the extreme conditions when ρmax and σ were both high, the
adaptive strategy even asked slightly more questions than the
baseline strategy, as can be seen in Figure 1 where two bars
exceeded the horizontal line.

DISCUSSION AND CONCLUSION
The simulation results suggest that under most conditions,
because of the ability to exploit open-ended questions, the
adaptive strategy would need to ask fewer questions than the
decision-tree-based, close-ended-questions-only strategy. The

results suggest that in ideal conditions such as when the users
are cooperative in describing multiple features in answering
open-ended questions, and when the accuracy of the NLP
system is high, the adaptive strategy could slash the number
of questions by half or even two-thirds. Since the number of
dialog turns highly affects user satisfaction [12], our proposal
could substantially increase the usability of a dialog system.

Several limitations of this study need to be addressed in future
research. Firstly, to apply the adaptive strategy in conditions
where the correlations between features are high, we need to
improve Equation 2. Potential methods include calculating
and averaging the IGs of all possible λNF -feature combina-
tions. This however may be computationally intractable when
there is a large number of features or when λNF is high. Sec-
ondly, as suggested previously, integrating a reinforcement
learning algorithm in our adaptive strategy could help learn
the expected number of features extracted by the NLP system
from the historical data. Lastly, the same or similar learning
mechanisms would also be useful for learning the probability
that each item is to be queried and that each feature is to be
reported. Knowing these parameters would further optimize
the performance of our proposed system.

In conclusion, we showed that our method of including open-
ended questions in an IR dialog system can substantially in-
crease the efficiency of a dialog and our proposed method
for estimating the information gain of open-ended questions
can account for many critical factors, which helps our adap-
tive strategy make near optimal decisions about when to ask
open-ended questions and when close-ended.
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