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VWho we are

e Researchers @ IBM Research

e Part of the team developed IBM Al Explainability 360

¢ Human-centered XAl

HCXAI logo made by Upol Ehsan


http://aix360.mybluemix.net/

Ask questions in Zoom Chat

Follow-up after the course: vera.liao@ibm.com
@Q\Veraliao, www.qveraliao.com

Links

e Course website: https://heixaitutorial.github.io/

e Course slides: http://qgveraliac.com/xai_tutorial.pdf

e Pre-course notes:http://qveraliac.com/chi_course_notes. pdf

o AIX360: http://aix360.mybluemix.net/

e |nstall AIX360: https://github.com/Trusted-Al/AX360

e Code demo:https://nbviewer.jupyter.org/githul/IBM/AIX360/blob/master/examples/tutorials/HELOC.ipynb
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Agenda

e Part 1: Overview presentation
- What is explainable Al (XAl)*?

- How to explain? With a use case

- Why is XAl important (as the foundation for responsible Al)??
- How to design XAI?
e Part 2: Code demonstration with AIX360

- Course notes: https://hcixaitutorial.github.io
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—xplainaple Al (XA): Definition

Narrow definition: Broader definition:
(comprehensible/intelligible Al)

Techniques and methods Everything that makes Al
that make a model’s understandable (e.g., also
decisions understandable including data, functions
by people performance, etc.)

XAl is not just ML (also explainable robotics, planning, etc.), but
today we will focus on explaining supervised ML
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Supervised Machine Learmning
Training data set  EXplaining data Explaining “model facts”:

Label: Label: performance, limitations,
Apple  Cake / output, etc.

Learning Model
(Usinga ML algorithm)

—

Features: ‘

Color
Shape
Smell

a Prediction Iabel:j
'_ Cake '
i XAl focus: explaining

model decision :

& New instance
e



The quest for explainable Al (XAl

Companies Grapple With AI’s Opaque Decision-Making Process

We Need Al That Is Explainable,
Auditable, and Transparent

Why “Explainability” Is A Big Deal In Al /
\
From black box to white box: Reclaiming human e
power in Al pu
o
. . Y,
How Explainable Al Is Helping ‘i

Algorithms Avoid Bias

10



XAl In regulation: "rights to explanation’

Limits to based solely on automated processing and
profiling (Art.22)

Right to be provided with iInformation about the logic
involved in the decision (Art.13 (2) f. and 15 (1) h)

GDPR, 2016

11



XAl In research funding

« We are entering a new
age of Al applications

« Machine learning is the
core technology

« Machine learning models
are opaque, non-
intuitive, and difficult for
people to understand

DoD and non-DoD
Applications

Transportation
Security
Medicine

Finance
Legal
Military

DARPA, 2016

12

« Why did you do that?

« Why not something else?

+ When do you succeed?

* When do you fail?

* When can I trust you?

« How do I correct an error?



Al Is iIncreasingly used in many high-stakes tasks

13



Performance-eExplainabllity trade-oft

n average settings

Learning Techniques (today) Explainability

P (notional)
Neural Nets !
/ \ " Graphical S
% |\ Models —
Deep Ensembl 3
- Learnin : znsemoie .
9 )/ Bayesian Methods A C
— / SRL Rande ' 8’ @
CRFs HBNs “ / orests . é
' Statistical AOG,S * MLN .
. Models _ Decision 1

Markov | Trees

SVMs —* Models Explainability
- | \/\/ (G unnin g, 201 6)
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Directly Post-hoc
explainable model explainability

On back of r of Star of
Australian arlotte’s Charlotte’s
cent coin? eb? Web?

[ e I O e ) )
 Linear model « Deep neural networks
« Decision tree e Ensemble models

« Rule-based model

Breaking the trade-off

Generalized linear rule model
Generalized additive models

15



—xamples of high-performing directly explainalble models

12
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Generalized additive model with pairwise
interaction (GA2M) (Caruana et al., 2015)

OR # accounts > 5 AND Debt > $1000 ‘

Generalized Linear Rule Model (GLRM) (Wei et al., 2019)

Wei et al. Generalized Linear Rule Models. ICML 2019 (GLRM for regression: https://github.com/IBM/AIX360/blob/master/aix360/
algorithms/rbom/GLRM.py)

Dash et al. Boolean Decision Rules via Column Generation, NeurlPS 2018 (BRCG for classification: https://github.com/IBM/AIX360/
blob/master/aix360/algorithms/rom/BRCG.py)
Wang & Rudin (2015). Falling rule lists. In Artificial Intelligence and Statistics



https://github.com/IBM/AIX360/blob/master/aix360/algorithms/rbm/GLRM.py
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https://github.com/IBM/AIX360/blob/master/aix360/algorithms/rbm/BRCG.py
https://github.com/IBM/AIX360/blob/master/aix360/algorithms/rbm/BRCG.py

Directly Post-hoc
explainable model explainability

Explaining the Explaining a Inspecting
model (global) decision (local) counterfactual

Guidotti et al. (2018). A survey of methods for explaining black box models. ACM computing surveys (CSUR) .



| will:

e Use a fictional use case and show fictional
explanations

* [Focus on methods, not algorithmic details

e Provide references to example algorithms at the
bottom, and links to code it available in AIX360




A use case: A decision-support ML system for loan
application approval

Customer: Jason

Assets score: 88 g X Risk of failing
No. Of satisfactory trades: 0 Q to repay: low

Mo. since account open: 3
Number of inquiries: 1
Debt percentage: 10%

= Data scientist
— Must ensure the model works appropriately before deployment
e Loan officer

Needs to assess the model’s prediction and make the final judgment

i
ﬁ Bank customer
v

Wants to understand the reason for the application result

Based on FICO XAl Challenge



https://community.fico.com/s/explainable-machine-learning-challenge?tabset-3158a=2

Directly Post-hoc
explainable model explainability

Explaining the Explaining a
model (global) decision (local)

Inspecting

counterfactual

- Feature importance

« Rule approximation

« Decision tree
approximation

20



Post-hoc g
([approxima

obal explanation: knowledge distillation

on)

Re-weight

A
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Transfer

‘ output layer
information input layer
to improve hidden layer 1 hidden layer 2
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—xplaining the model: decision-tree approximation

Assets score

-

< 80 >80

No. Of satisfactory . . Mo. since account
trades w - open
> 5
=3 >6 <6

Assets score ‘ ‘ = No. Of inquiries

>70 <3

e O @
—
. How does the model make decision? Is the logic reasonable?

Data Scientist

Dhurandhar et al. Improving Simple Models with Confidence Profiles. NeurlPS 2018 (ProfWeight: https://github.com/Trusted-Al/AIX360/
blob/master/aix360/algorithms/profwt/profwt.py)



https://github.com/Trusted-AI/AIX360/blob/master/aix360/algorithms/profwt/profwt.py
https://github.com/Trusted-AI/AIX360/blob/master/aix360/algorithms/profwt/profwt.py

—xplaining the model: rule approximation

*If {assets score> 90, Mo. since account opening>6}.Low risk
‘Else if {Debt percentage< 15}.Low risk

—

. How does the model make decision? Is the logic reasonable”?

Data scientist

™\

Loan officer

What kind of customers does the model consider as low risk?

Lakkaraju et al., 2019. Faithful and customizable explanations of black box models. AIES 2019



Transparent Post-hoc
model explainability

Explaining the Explaining a Inspecting
model (global) decision (local) counterfactual
« Feature importance « Local feature
« Rule approximation contribution
« Decision tree e Local rules
approximation « Prototypical
examples

24



—xplaining a prediction: local feature contribution

Customer: Jason

Assets score: 88
No. Of satisfactory trades: 0 Risk of failing

> >
Mo. since account open: 3 o to repay: low

No. of inquiries: 1
Debt percentage: 10%

Assets score '
I No. Of satisfactory trades “
’l Mo. since account open Loan officer
- No. Of inquiries

Why is Jason predicted of low risk?

Debt percentage . o
Can | trust this prediction?

Repaying risk

Ribeiro, et al. Why should i trust you? Explaining the predictions of any classifier. KDD 2016 (LIME: https://github.com/Trusted-Al/AIX360/blob/
master/aix360/algorithms/lime/lime_wrapper.py)

Lundberg and Lee. A Unified Approach to Interpreting Model Predictions. NeurlPS 2016 (SHAP:https://qithub.com/Trusted-Al/AIX360/blob/master/
aix360/algorithms/shap/shap_wrapper.py)



https://github.com/Trusted-AI/AIX360/blob/master/aix360/algorithms/lime/lime_wrapper.py
https://github.com/Trusted-AI/AIX360/blob/master/aix360/algorithms/lime/lime_wrapper.py
https://github.com/Trusted-AI/AIX360/blob/master/aix360/algorithms/shap/shap_wrapper.py
https://github.com/Trusted-AI/AIX360/blob/master/aix360/algorithms/shap/shap_wrapper.py

XAl "post-hoc™ algorithm example: LIM

I
. +I
) i :
I

L ar

+
+
+H
/
I

I
I

LIME (Ribeiro et al. 2016)

Neural network, not directly explainable Use a post-hoc XAl technigque

Images (explaining prediction of 'Cat' in pros and cons)

edible poisonous _ N
atheism christian L
odor=foul Text with highlighted words
0.26 From: johnchad@triton.unm Sl (jchadwic)
Ml ro— Subject: Another request for Darwin Fish
glll Slze_brog Organization: University of New Mexico, Albuquerque
0.13 Lines: 11
stalk-surface-abo... IINE - BOSERE - Hest : riton.unm Sl
™o.11
spore-print-color=... Hello Gang,
0.08 [BEBEE B8 been some notes recently asking where to obtain the
stalk-surface-bel... DARWIN fish.
Mo.06 This is the same question I [lllf and I i} not seen an answer on
the

net. If anyone has a contact please post on the net or email me.

Tabuler data Texts

20



—xplaining a prediction: prototypical/similar examples

Customer: Jason
Assets score: 88
No. Of satisfactory trades: 0

R R Risk of failing
Mo. since account open: 3 a to repay: low

No. of inquiries: 1
Debt percentage: 10%

James
Assets score: 86

No. Of satisfactory trades: 0
Mo. since account open: 4

No. of inquiries: 1
Debt percentage: 7%

Danielle
Assets score: 89

No. Of satisfactory trades: 0

Mo. since account open: 3
No. of inquiries: 1
Debt percentage: 9%

‘: Why is Jason predicted of low risk?

Can | trust this prediction?
Loan officer

Gurumoorthy et al. Efficient Data Representation by Selecting Prototypes with Importance Weights”, ICDM 2019 (ProtoDash: https://
github.com/Trusted-Al/AIX360/blob/master/aix360/algorithms/protodash/PDASH.py )



https://github.com/Trusted-AI/AIX360/blob/master/aix360/algorithms/protodash/PDASH.py
https://github.com/Trusted-AI/AIX360/blob/master/aix360/algorithms/protodash/PDASH.py

Transparent Post-hoc
model explainability

Explaining the Explaining a Inspecting
model (global) decision (local) counterfactual
« Feature importance « Local feature :
. : — « Feature influence
e Rule approximation contribution )
. e Contrastive
« Decision tree e Local rules
approximation « Prototypical features
PP yp « Counterfactual
examples
examples

28



INnspecting counterfactual of instance: feature influence

1.00-

0.75-

0.50-

Prob. Bad Loan

0.25+

0.00+

0 20 40
NumSatisfactoryTrades

=

“ What if Jason fails more trades”

Loan officer

Example techniques: Partial Dependence Plot (PDP), Individual Conditional Expectation (ICE), Accumulated Local Effects (ALE) plot (read
in an e-book: https://christophm.github.io/interpretable-ml-book/)



https://christophm.github.io/interpretable-ml-book/

Inspecting counterfactual of prediction: contrastive feature

Customer: Ana
Assets score: 65
No. Of satisfactory trades: 1

R R Risk of failing
Mo. since account open: 12 Q to repay: high

No. of inquiries: 4
Debt percentage: 50%

*If {debt percentage h Why was my loan application rejected?
under 30%}, How can | improve in the future?

you will no longer be

oredicted of high risk Bank customer

Dhurandhar, et al. Explanations based on the missing: Towards contrastive explanations with pertinent negatives. NeurlPS 2018
(CEM:https://qgithub.com/Trusted-Al/AIX360/blob/master/aix360/algorithms/contrastive/ CEM.py)



https://github.com/Trusted-AI/AIX360/blob/master/aix360/algorithms/contrastive/CEM.py

Inspecting counterfactual of prediction: counterfactual example

Customer: Ana
Assets score: 65
No. Of satisfactory trades: 1

Risk of failing

> >
Mo. since account open: 12 a to repay: high

No. of inquiries: 4
Debt percentage: 50%

Sue
Assets score: 66

No. Of satisfactory trades: 1
Mo. since account open: 12

No. of inquiries: 3
Debt percentage: 28%

h Why was my |loan application rejected?
How can | improve in the future?

Bank customer

Mothilal et al. Explaining machine learning classifiers through diverse counterfactual explanations. FAT* 2020



Directly
explainable model

« Not always perform well

« Sometimes take more human
effort to train

e Sometimes impossible to train
(e.g., using pre-trained or
proprietary models)

32

Post-hoc

explainability

« Can be applied to any model
« But usually an approximation, not always

faithful, much debated topic, see:
Rudin, C. (2019). Stop explaining black box machine
learning models for high stakes decisions and use
interpretable models instead. Nature Machine
Intelligence



Briefly on XAl evaluation

Inherent “goodness” metrics

Faithfulness

° Fldel ity/faithfu I neSS Correlation between the

feature importance assigned
by the interpretability

° Stabl I |ty algorithm and the effect of

features on model accuracy.

- Compactness

S
User.dependent measures Task oriented measures

» Comprehensibility » Task performance

- Explanation satisfaction * Impact on Al interaction

. - Trust (calibration) in model

 Task or Al system satisfaction

In later slides:user-centered design by identifying “user requirements” to satisfy

Carvalho et al. (2019). Machine learning interpretability: A survey on methods and metrics. Electronics

Hoffman et al. (2018). Metrics for explainable Al: Challenges and prospects. arXiv

Sokol., & Flach. Explainability fact sheets: a framework for systematic assessment of explainable approaches. FAT* 2020
Doshi-Velez & Kim, (2017). Towards a rigorous science of interpretable machine learning. arXiv



XAl open-source toolkits

IBM Research Trusted Al Home

Al Explainability 360

Demo Resources

This extensible open source toolkit can help you comprehend how machine learning
models predict labels by various means throughout the AI application lifecycle. We invite

you to use it and improve it.

Not sure what to do first? Start here!

Watch Videos

Read More Try a Web Demo

Step through the process of Watch videos to learn more
explaining models to about AI Explainability 360
consumers with different toolkit.

personas in an interactive

Learn more about
explainability concepts,
terminology, and tools before
you begin.

Read a Paper

Read a paper descr
we designed Al
Explainability 360 t

AIX 560

http://aix360.mybluemix.net/

README.md

InterpretML - Alpha Release

python 3.6 | 3.7 | 3.8 | pypi v0.2.4 | build passing code quality: python
maintained yes

& In the beginning machines learned in darkness, and data scientists
struggled in the void to explain them.
Let there be light.

InterpretML is an open-source package that incorporates state-of-the-art machine learnini
interpretability techniques under one roof. With this package, you can train interpretable gl
models and explain blackbox systems. InterpretML helps you understand your model's glol

behavior, or understand the reasons behind individual iredictions.
Microsoft Interpret

© ALIBI
EXPLAIN

©) C1 |passing python 3.6 | 3.7 | 3.8 | pypi package 0.5.5

Alibi is an open source Python library aimed at machine learning model inspection and
interpretation. The focus of the library is to provide high-quality implementations of black-
box, white-box, local and global explanation methods for classification and regression
models.

Sheldon Alibi

,\'“
£ ‘

Model Interpretation with Skater

Skater is a open source unified framework to enable Model Interpretation for all forms of model to help one build an Interpretable
machine learning system often needed for real world use-cases. Skater supports algorithms to demystify the learned structures of a
black box model both globally(inference on the basis of a complete data set) and locally(inference about an individual prediction).

Oracle Skater

H20

(@) Captum

Captum

Model Interpretability for PyTorch

INTRODUCTION ‘ GET STARTED || TUTORIALS ‘

KEY FEATURES

e O
|||| ql
Multi-Modal Built on PyTorch

Supports most types of PyTorch models and can be used
with minimal modification to the original neural network.

Supports interpretability of models across modalities
including vision, text, and more.

Py Torch Captum

Arya, et al. (2019). One explanation does not fit all: A toolkit and taxonomy of ai explainability techniques. arXiv


http://aix360.mybluemix.net/
https://arxiv.org/abs/1909.03012

Why is XAl important?

Why is XAl the foundation for responsible Al?

35



Responsible/ethical/trustworthy Al

Berkman Klein Center IEEE Ethically Aligned Design
- - Accountability Accountability A
3 o Transparency & explainability Transparency
O ® . .
S S Promotion of human values Human rights
Safety & security Well-being
- Human control of technology Effectiveness A
= Fairness & non-discrimination Awareness of misuse
£ Professional responsibility Competence
4 Privacy Data agency
\_ J

https://cyber.harvard.edu/publication/2020/principled-ai
https://ethicsinaction.ieee.org/

(Shneiderman, 2021)

36



—xplainabllity as the tfoundation for responsiple Al

Human-
Compete o Al Accounta
nce Usability Bl ilabora bility

tion

Privacy

Explainability =% Understanding Al

37



XAl for improving model (competence
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Narkar et al. Model LineUpper: Supporting Interactive Model Comparison at Multiple Levels for AutoML. 1Ul 2021



https://arxiv.org/abs/2104.04375

Fair ML: VWhat is unwanted bias”

><><\/7< X X

39

Discrimination becomes
objectionable when it places
certain unprivileged groups
at a systematic disadvantage

lllegal in certain contexts

(Barocas and Selbst, 2017)



Discrimination in COMPAS

Eil ¥ B Donate

DYLAN FUGETT BERNARD PARKER

Prior Offense Prior Offense
1 attempted burglary 1resisting arrest

without violence
Subsequent Offenses _ SN

3 drug possessions Subsequent Offenses
None

LOW RISK 3 HiGHRrRisk 10

Fugett was rated low risk after being arrested with cocaine and

marijuana. He was arrested three times on drug charges after that.
40



PAPERS

BRIEF HISTORY Of FAIRNESS IN ML

'
200

OH' CRAP.
LOL FAIRNESS!

202 203 20 20\s 20V 20YV7

(Hardt, 2017)

41



XAl as interfaces for scrutinizing discrimination

/ Contrastive -

» Tliana’s race is African American.

predicted as NOT likely to reoffend
+ Iliana’s age is 18-29.

\ predicted as NOT likely to reoffend

If it had been Caucasian, she would have been

If it had been older than 39, she would have been

\

/

Race: African-American

Feature importance

[ The more +s/-s means a person with that
attribute is more/less likely to re-offend.
* Appears next to Iliana’s attributes
Race
*Caucasian (0)
** African-American (+)
Age
** 1829 (++++)
*30-39(+)
Charge degree:

Number of prior convictions
Has juvenile priors:

Age: 18-29

* Prior convictions: 0
* Has juvenile priors: Yes

Prediction:
Likely to reoffend

N

h f

Charge degree: Misdemeanor

,/ Defendant: Iliana\ -
Data distribution \

y

<4~

/

—

Example-based
The training set contamed 10 mndividuals
identical to Iliana

6 of them reoffend (60%)

.

; The prediction is based on the likelihood of previous)
cases with different attributes re-offended or not.
A * appears next to Iliana’s features.
Race
* 40% in Caucasian race group re-offended
* *55% in African-American race group re-
offended
Age
* *58% in 18-29 age group re-offended
* 49% in 30-39 age group re-offended

Charge degree:

Number of prior convictions
\ Has juvenile priors: /

Explain a prediction:
Individual fairness

Explain the model:
Group fairness

Dodge et al. Explaining Models: An Empirical Study of How Explanations Impact Fairness Judgment. Ul 2019 3



https://arxiv.org/abs/1901.07694

XAl for actionable decision-making

&

IBM Watson Supply Chain Watson Supply Chain Insights Tr...

Operations Center

Supply for manufacturing Sales for manufacturing  Supply for wholesale  Sales for v

\

{ Filters
CA
SCI A Late Start of Work Order & Late Delivery Expected (Supply)
=) ~
12% 67%

2/17 2/3

=

KPI updated 7 Feb 2019 5:52 AM (GMT) ORDERS KPI updated 23 Jan 2019 7:36 PM (GMT) SUPPLY

’ Users need to know why the system is saying this will be late
because the reason is going to determine what their next action
IS...If it's because of a weather event, SO no matter what you do
you're not going to improve this number, versus something small, if
you just make a quick call, you can get that number down (I-5)

Liao et al. Questioning the Al: Informing Design Practices for Explainable Al User Experiences. CHI 2020 ¥
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XAl tor better control and human-Al collaboration

“ There is a calibration of trust, whether people will use it over
time. But also saying hey, we know this fails in this way (I-6)

Liao et al. Questioning the Al: Informing Design Practices for Explainable Al User Experiences. CHI 2020 ¥
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[rends: Al documentation and governance (accountapility

AI FACTSHEET

Model Name

Overview

Purpose

Object Detector

This document is a FactSheet accompanying the Object Detector model on IBM Developer Model
Asset eXchange.

Detect multiple objects within an image, with bounding boxes.

Intended Domain

Computer Vision.

Training Data

The model is trained on the COCO dataset.

Model Information

Inputs and Outputs

Performance Metrics

The model is based on the SSD MobileNet V1 for TensorFlow. Pre-trained model weights for the
model can be found here.

Input: an image and a threshold value.
Output: a JISON object that includes a list of all the predictions.

Metric Value
Mean Average 21 mAP
Precision
Model Speed 30 msec per 600x600 image (including all pre- and post-

processing).

Bias

The training data set for this model was evaluated for evidence of gender based bias in image
captioning in a study reported in this paper. A full evaluation of potential bias beyond gender has
not been made, therefore we caution model consumers to test for potential label bias that may be
sensitive to other users of your application.

Robustness

Al and ML models should perform normally even in the face of naturally occurring noise where the
output should remaining consistent in both the object labels and the bounding box predictions.

Domain Shift

No domain shift evaluation occurred.

T —

IBM FactSheets
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Object Detection

Model Card v0  Cloud Vision API

Overview

Limitations
Performance

Test your own images

Provide feedback

Explore

Face Detection

About Model Cards

[

The model analyzed in this card detects one or more physical objects within an image,
from apparel and animals to tools and vehicles, and returns a box around each object, as
well as a label and description for each object.

On this page, you can learn more about how the model performs on different classes of
objects, and what kinds of images you should expect the model to perform well or poorly
on.

MODEL DESCRIPTION

Input: Photo(s) or video(s)
Output: The model can detect 550+ different object classes. For each object detected in a
photo or video, the model outputs:

« Object bounding box coordinates

« Knowledge graph ID ("MID")

* Label description

 Confidence score

PERFORMANCE

PRECISION 100%

0 RECALL 100%
@ Openimages @ Google Internal
Performance evaluated for specific object classes recognized by the model (e.g. shirt,
muffin), and for categories of objects (e.g. apparel, food).
Two performance metrics are reported:

o Average Precision (AP)

 Recall at 60% Precision
Performance evaluated on two datasets distinct from the training set:

* Open Images Validation set, which contains ~40k images and 600 object classes, of

which tha madal ran raranniza 518

Google Model Cards


https://aifs360.mybluemix.net/
https://modelcards.withgoogle.com/about

How to design XAl UX?



How-to-design XA UX?2

VWhat are the design challenges”?

VWhat are some solutions explored”?

47



XAl design as activities from XAl algorithms to XAl UX

8 1

W mm e

A toolbox of XAl XAl UX
techniques

How to select?
How to translate?

48



Design Challenge 1: No one-fits-all solutions

49



NVany objectives

Human-
Compete o Al Accounta
nce Usability Bl ilabora bility

tion

Privacy

Explainability =% Understanding Al

50



NVany user groups

End user decision makers

+ Who: physicians, N\
judges, loan officers, TSD \\
teacher evaluators —'\

+ Why: trust/confidence,
insights

FaR g X2 X1

Must match
the complexity capability
of the consumer

All system builders

+ Who: data scientists,
developers

+ Why: ensure/improve
performance

Must match

Regulatory bodies

+ Who: EU [GFPR], NYC Council,
US Gov't

Why: ensure fairness for
constituents

End consumers

+ Who: patients, accused,
loan applicants, teachers

+ Why: understanding of
factors

the domain knowledge

of t

(Hind et al., 2019)

Model developers
Domain experts
Regulators
Business owners
Decision-makers
Impacted groups

Who? Domain experts/users of the model (e.g. medical doctors, insurance agen

Who? Users affected by model decisions

Why? Understand their situation, verify
fair decisions...
i

ts) | ?
Why? Trust the model itself, gain scientific knowledge Q\g
AN

Who? Regulatory entities/agencies
Why? Certify model compliance with the|?
legislation in force, audits, ...

Target audience
in XAI

v

Who? Data scientists, developers, product owners...
Why? Ensure/improve product efficiency, research, |-
new functionalities...

Who? Managers and executive board members
Why? Assess regulatory compliance, understand
corporate Al applications...

(Arrieta et al, 2019)
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NVany user groups+many domains+social contexts

End user decision makers Regulatory bodies

- Who: physicians, N\ + Who: EU [GFPR], NYC Council,
judges, loan officers, @D \\ US Gov't

teacher evaluators - Why: ensure fairness for

+ Why: trust/confidence, constituents

insights
S® Healthcare
EEIES <—E|—> L (211

All system builders Must match End consumers @
- Who: data scientists, the complexity capability - Who: patients, accused,

developers of the consumer loan applicants, teachers
- Why: ensure/improve + Why: understanding of eJ

performance Must match factars R

the domain knowledge
of t i
. Who? Domain experts/users of the model (e.g. medical doctors, insurance agents) | ? F Inance
(I—l I nd e‘t al . 201 9) Why? Trust the model itself, gain scientific knowledge ng

o/

Who? Users affected by model decisions Who? Regulatory entities/agencies
Why? Understand their situation, verify Why? Certify model compliance with the|?
fair decisions... ﬁ[] [}4 legislation in force, audits, ... @ _\ B .
= A\ usiness
« Model developers Target audience
. in XAI |
« Domalin experts / \
o Regu l_ato rS Who? Data scientists, developers, product owners... Who? Managers and executive board members ﬂ n
Why? Ensure/improve product efficiency, research, | Why? Assess regulatory compliance, understand 1
. new functionalities... corporate Al applications... -
« Business owners Security
« Decision-makers
(Arrieta et al, 2019)
[ ]

Impacted groups 5o



IBM Research Trusted Al

Home Demo Resources Events Videos

Community

AI Explainability 360 - Resources

Overview Tutorials

Guidance Glossary Trusted AI Technologies

Guidance on choosing algorithms

Al Explainability 360 (AIX360) includes many different algorithms capturing many ways of explaining [1], which may result in a daunting problem of selecting the right one for a given
application. We provide some guidance to help. The following decision tree will help you in selecting. The text below provides further exposition.

Understand the
data or understand
a model?

Data. Model.

An explanation
based on samples
or features?

Explanations based on samples Explanations ba
are in terms of prototypes and require t
criticisms, a form of case-based which
reasoning. repres

scientists, regulator

Parlngr:nl;gwth many XAl
orithms/techniques??

ap uu) iate tor affected users s, and decision

sicians, loan

such as patients, applicants,
and defendants.

ProtoDash DIP-VAE A directly

An explanation .
interpretable

based on samples,

T model or a
features, or elicited
. post hoc

explanations? ;

explanation?

Explanations based on
samples are ir
prototypes and criticis
form of case-based
reasoning.

fm the prediction to occur.

pr ed(t d fo

w samples.

ProtoDash

CEMor
CEM-MAF or
LIME or SHAP

TED

[Jlt‘ model
ability
and com plmme. are most
sropriate for regulators and
data scientists ted with
model deployment.

Post hoc explane
which are built o
black box models,
provide global
understanding to
decision makers.

BRCG or
GLRM

source: IBM Research Al Explainability 360

ProfWeight



User-centered design process: Question-driven XAl design

User requirements,
usage contexts

Model, data, XAl ‘
implementation

Al engineer
Pain points to address:
« Throughly identify interaction specific XAI user needs
« Enable a “designedly” understanding of XAI techniques to find the right pairing
e Support designer-engineer collaboration

Liao et al. Questioning the Al: Informing Design Practices for Explainable Al User Experiences. CHI 2020 8
Liao et al. Question-Driven Design Process for Explainable Al User Experiences. (\WWorking paper)



https://arxiv.org/abs/2001.02478
https://arxiv.org/abs/2101.04719

User needs for explainability = Questions

aa
An explanation is an answer to a question (Wellman, 2011; Miller 2018)

Explanatory relevance and effectiveness depends on the question asked
(Bromberger, 1992; Hilton, 1990; Walton, 2004)

“Intelligibility types”: why, how-to, why not, what if... (Lim and Dei, 2019)



Data

Output

Performance

How
(global model-wide
explanation)

XAl Question Bank

What kind of data was the system trained on?
What is the source of the training data?

How were the labels/ground-truth produced?

What is the sample size of the training data?

What dataset(s) is the system NOT using?

What are the potential limitations/biases of the data?
What is the size, proportion, or distribution of the
training data with given feature(s)/feature-value(s)?

® What kind of output does the system give?

® What does the system output mean?
® What is the scope of the system’s capability? Can it

do...?
How is the output used for other system
component(s) ?

® How should I best utilize the output of the system?
® How should the output fit in my workflow?

® How accurate/precise/reliable are the predictions?

® How often does the system make mistakes?
® In what situations is the system likely to be correct/

incorrect?

® What are the limitations of the system?
® What kind of mistakes is the system likely to make?
® s the system’s performance good enough for...?

® How does the system make predictions?
® What features does the system consider?

® s [feature X] used or not used for the
predictions?
What is the system’s overall logic?
® How does it weigh different features?
® What kind of rules does it follow?
® How does [feature X] impact its predictions?
® What are the top rules/features that determine
its predictions?
What kind of algorithm is used?

® How were the parameters set?

Why not

How to be that
(a different prediction)

How to still be
this

(the current prediction)

What If

Others

Why/how is this instance given this prediction?

What feature(s) of this instance determine the system’s prediction
of it?

Why are [instance A and B] given the same prediction?

Why is this instance NOT predicted to be [a different outcome
QJ?

® Why is this instance predicted [P instead of a different outcome Q]?
® Why are [instance A and B] given different predictions?

® How should this instance change to get a different prediction Q?
® What is the minimum change required for this instance to get a

different prediction Q?

How should a given feature change for this instance to get a differen
prediction Q?

What kind of instance is predicted of [a different outcome Q]?

What is the scope of change permitted for this instance to still
get the same prediction?

What is the range of value permitted for a given feature for this
prediction to stay the same?

What is the necessary feature(s)/feature-value(s) present or absent to
guarantee this prediction?

What kind of instance gets the same prediction?

® What would the system predict if this instance changes to...?
® What would the system predict if a given feature changes to...?
® What would the system predict for [a different instance]?

How/why will the system change/adapt/improve/drift over time?
(change)

® Can I, and if so, how do I, improve the system? (improvement)
® Why is the system using or not using a given algorithm/feature/rule/

dataset? (follow-up)

What does [a machine learning terminology] mean?
(terminological)

What are the results of other people using the system? (social)

Liao et al. Questioning the Al: Informing Design Practices for Explainable Al User Experiences. CHI 2020 g
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 Describe what algorithm is used and what features are considered, if a user is only interested |Prof\Weight*+e  Feature
in a high-level view Importance*, PDP* BRCGH,
Global how « Describe the general model logic as feature impact®, rules* or decision-trees® (sometimes GLRM+* | Rule List*, DT Surrogate®
need to explain with a surrogate simple model)
« Describe what key features of the particular instance determine the model’s prediction of it* [LIME* SHAP* LOCO* Anchorst,
Why  Describe rules* that the instance fits to guarantee the prediction ProtoDashe
« Show similar examples® with the same predicted outcome to justify the model’s prediction
 Describe what changes are required for the instance to get the alternative prediction and/or |CEM*, Prototype counterfactual*,
Why not what features of the instance guarantee the current prediction* ProtoDash+ (on alternative class)
« Show prototypical examples* that had the alternative outcome
- Highlight features that if changed (increased, decreased, absent, or present) could alter the [CEM* Counterfactuals* DICE*
diction*
How tobethat | P'° -
« Show examples with small differences but had a different outcome than the prediction*
What if « Show how the prediction changes corresponding to the inquired change PDP, ALE, What-if Tool
« Describe feature ranges™ or rules* that could guarantee the same prediction CEM* Anchorst*
How to still be this |. show examples that are different from the particular instance but still had the same outcome
« Provide performance metrics of the model Precision, Recall, Accuracy, F1, AUC
Performance « Show confidence or uncertainty information for each prediction Confidence
« Describe potential strengths and limitations of the model FactSheets, Model Cards
« Document comprehensive information about the training data, including the source, FactSheets, DataSheets
Data provenance, type, size, coverage of population, potential biases, etc.
- Describe the scope of output or system functions FactSheets, Model Cards
Output  Suggest how the output should be used for downstream tasks or user workflow

Questions as re-framing the technical space of XAl
Questions as "boundary objects” supporting designer-engineer collaboration

Liao et al. Question-Driven Design Process for Explainable Al User Experiences. (\Working paper)


https://github.com/Trusted-AI/AIX360/blob/master/aix360/algorithms/profwt/profwt.py
https://oracle.github.io/Skater/reference/interpretation.html#feature-importance
https://oracle.github.io/Skater/reference/interpretation.html#partial-dependence
https://github.com/Trusted-AI/AIX360/blob/master/aix360/algorithms/rbm/BRCG.py
https://github.com/Trusted-AI/AIX360/blob/master/aix360/algorithms/rbm/GLRM.py
https://oracle.github.io/Skater/reference/interpretation.html#bayesian-rule-lists-brl
https://github.com/h2oai/mli-resources/blob/master/notebooks/dt_surrogate.ipynb
https://github.com/Trusted-AI/AIX360/blob/master/aix360/algorithms/lime/lime_wrapper.py
https://github.com/Trusted-AI/AIX360/blob/master/aix360/algorithms/shap/shap_wrapper.py
https://github.com/h2oai/mli-resources/blob/master/notebooks/loco.ipynb
https://docs.seldon.io/projects/alibi/en/latest/methods/Anchors.html
https://github.com/Trusted-AI/AIX360/blob/master/aix360/algorithms/protodash/PDASH.py
https://github.com/Trusted-AI/AIX360/blob/master/aix360/algorithms/contrastive/CEM.py
https://docs.seldon.io/projects/alibi/en/latest/methods/CFProto.html
https://docs.seldon.io/projects/alibi/en/latest/methods/CFProto.html
https://github.com/Trusted-AI/AIX360/blob/master/aix360/algorithms/contrastive/CEM.py
https://docs.seldon.io/projects/alibi/en/stable/methods/CF.html
https://github.com/interpretml/DiCE
https://oracle.github.io/Skater/reference/interpretation.html#partial-dependence
https://docs.seldon.io/projects/alibi/en/latest/methods/ALE.html
https://pair-code.github.io/what-if-tool/
https://github.com/Trusted-AI/AIX360/blob/master/aix360/algorithms/contrastive/CEM.py
https://docs.seldon.io/projects/alibi/en/latest/methods/Anchors.html
https://aifs360.mybluemix.net/examples/max_object_detector
https://modelcards.withgoogle.com/object-detection#performance
https://aifs360.mybluemix.net/examples/max_object_detector
https://www.microsoft.com/en-us/research/publication/datasheets-for-datasets/
https://aifs360.mybluemix.net/examples/max_object_detector
https://modelcards.withgoogle.com/object-detection#performance
https://arxiv.org/abs/2101.04719

Question-Driven XAI Design

Identlfy user
guestions -

Elicit user needs for
XAI as questions

Also gather user
Intentions and
expectations for
asking the questions

Designers,
users

Liao et al.

Analyze
. questions

Cluster questions into
categories and prioritize
categories for the XAI UX
to focus on

Summarize user intentions
and expectations to
identify key user
requirements

Designers,
product team

Map questions  Iteratively

to modeling design and
solutions evaluate
Map prioritized question Create a design including
categories to candidate XAl {14 candidate elements
techniques as a set of identified in step 3
functional elements that
the design should cover Iteratively valuate the

_ _ design with the user
A mapping guide for requirements identified

supervised ML is provided step 2 and fill the gaps
for reference

Designers, data Designers, data
scientists scientists, users

(Working paper)


https://arxiv.org/abs/2101.04719

A running example

Adverse Event Prediction for Healthcare

HealthMind is developing an Al based dashboard
system to help clinicians assess patients’
readmission risks at discharge time.

By simply providing a risk score, the system is of
limited use for clinicians. Clinicians need to
understand how the system arrives at a risk
score for a patient in order to feel confident in
the judgment and identify effective
interventions to improve the patient’s health
outcomes.

The team needs to develop an explainable Al
system but is not sure where to start.

HealthMind’s AI based dashboard



Question-Driven XAI Design

Identify user
questions

Elicit user needs for
XAI as questions

Also gather user
Intentions and
expectations for
asking the questions

Designers,
users

Liao et al. (Working paper)


https://arxiv.org/abs/2101.04719

Identity relevant questions

Task
description

An Al based dashboard presents
patients’ readmission risk scores to
help clinicians to identify high-risk

User Journey
(optional)

Elicit user questions to identify what
types of explanation are needed

Also collect the intention and expectation
behind these user questions

Questions from
User 1l

Questions
from User 2



Identity relevant questions

Elicit user questions to identify what
types of explanation are needed

Also collect the intention and expectation
behind these user questions

What are the main
risk factors for this
person?

“Help me better
understand the patient,
discover otherwise non-

obvious factors, e.g.
social status or
community factors”

“Without knowing
if it applies to my
patients I can’t
trust it”



Question-Driven XAI Design

Identify user Analyze
questions . questions

Elicit user needs for Cluster questions into

XAI as questions categories and prioritize
categories for the XAI UX

Also gather user to focus on

Intentions and

expectations for Summarize user intentions

asking the questions and expectations to

identify key user
requirements

Designers, Designers,
users product team

Liao et al. (Working paper)
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Categorize and prioritize questions,

Why is this What are the
patient main risk
predicted of this factors for this
risk? person?

What can be dqne ’Eo What worked for
reduce the patient's oiper patients with
LY similar profiles?

Cluster similar questions across users HoV\ug)be that—"""

into categories (use the Question Bank P
to guide labeling if needed)

- Isthe training data

e ey . . simil d
Prioritize clusters with more questions pationter Ny workiow?
Data Output

.
.
N
N
Se .
~ .’ .
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identity key user requirements

User requirements

Summarize user intentions and
expectations to identify key user
requirements

UR1: Discover “Help me ,,
. I want to
. . better “Help me see :
new mformatl-on understand  the patientas KO Whgtti
about the patient the patient, a whole” unique aboul
o — this patient
UR2: Determine “Help me Helpus upy know what
: ; decide where ,
effective next determine the and how to actions we can
steps for the U focus our ke with this

patient

intervention”

atient”
resources on” P

UR3: Increase
confidence to use
the tool

“I will be more
comfortable
using the tool”

“Without
knowing If it
applies to my
patients I can’t
trust it”

UR4: Appropriately
evaluate the
reliability of a
prediction

“So I know
whether I
should lean on
my own
experience”



Question-Driven XAI Design

Identify user Analyze Map questions
questions . questions ~ to modeling
solutions
Elicit user needs for Cluster questions into Map prioritized question
XAI as questions categories and prioritize categories to candidate XAI
categories for the XAI UX techniques as a set of
Also gather user to focus on functional elements that
intentions and the design should cover
expectations for Summarize user intentions
asking the questions and expectations to A mapping guide for
identify key user supervised ML is provided
requirements for reference
Designers, Designers, Designers, data
users product team scientists

Liao et al. (Working paper)
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 Describe what algorithm is used and what features are considered, if a user is only interested |Prof\Weight*+e  Feature
in a high-level view Importance*, PDP* BRCGH,
Global how « Describe the general model logic as feature impact®, rules* or decision-trees® (sometimes GLRM+* | Rule List*, DT Surrogate®
need to explain with a surrogate simple model)
« Describe what key features of the particular instance determine the model’s prediction of it* [LIME* SHAP* LOCO* Anchorst,
Why  Describe rules* that the instance fits to guarantee the prediction ProtoDashe
« Show similar examples® with the same predicted outcome to justify the model’s prediction
 Describe what changes are required for the instance to get the alternative prediction and/or |CEM*, Prototype counterfactual*,
Why not what features of the instance guarantee the current prediction* ProtoDash+ (on alternative class)
« Show prototypical examples* that had the alternative outcome
- Highlight features that if changed (increased, decreased, absent, or present) could alter the [CEM* Counterfactuals* DICE*
diction*
How tobethat | P'° -
« Show examples with small differences but had a different outcome than the prediction*
What if « Show how the prediction changes corresponding to the inquired change PDP, ALE, What-if Tool
« Describe feature ranges™ or rules* that could guarantee the same prediction CEM* Anchorst*
How to still be this |. show examples that are different from the particular instance but still had the same outcome
« Provide performance metrics of the model Precision, Recall, Accuracy, F1, AUC
Performance « Show confidence or uncertainty information for each prediction Confidence
« Describe potential strengths and limitations of the model FactSheets, Model Cards
« Document comprehensive information about the training data, including the source, FactSheets, DataSheets
Data provenance, type, size, coverage of population, potential biases, etc.
- Describe the scope of output or system functions FactSheets, Model Cards
Output  Suggest how the output should be used for downstream tasks or user workflow

Questions as re-framing the technical space of XAl
Questions as "boundary objects” supporting designer-engineer collaboration

Liao et al. Question-Driven Design Process for Explainable Al User Experiences. (\Working paper)
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https://oracle.github.io/Skater/reference/interpretation.html#bayesian-rule-lists-brl
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https://aifs360.mybluemix.net/examples/max_object_detector
https://modelcards.withgoogle.com/object-detection#performance
https://aifs360.mybluemix.net/examples/max_object_detector
https://www.microsoft.com/en-us/research/publication/datasheets-for-datasets/
https://aifs360.mybluemix.net/examples/max_object_detector
https://modelcards.withgoogle.com/object-detection#performance
https://arxiv.org/abs/2101.04719

Question-Driven XAI Design

Identlfy user
guestions -

Elicit user needs for
XAI as questions

Also gather user
Intentions and
expectations for
asking the questions

Designers,
users

Liao et al.

Analyze
. questions

Cluster questions into
categories and prioritize
categories for the XAI UX
to focus on

Summarize user intentions
and expectations to
identify key user
requirements

Designers,
product team

Map questions  Iteratively

to modeling design and
solutions evaluate
Map prioritized question Create a design including
categories to candidate XAl {14 candidate elements
techniques as a set of identified in step 3
functional elements that
the design should cover Iteratively valuate the

_ _ design with the user
A mapping guide for requirements identified

supervised ML is provided step 2 and fill the gaps
for reference

Designers, data Designers, data
scientists scientists, users

(Working paper)


https://arxiv.org/abs/2101.04719

Charlson Comorbidity Index
Rogers, Steve Age SEX gacs y

MRN: 111111 78 M Black COPD, PVD, Type 2 DM (2% 10-year survival) N
.......................... ; 7 . -
v History @ v 30day risk of all cause admission 1. Data | viewdatasouces (O [EEEEEES
........................E Medicare Claims data (2008-2011)
Last 12 mo - o oo

30 day admission risk Characteristics of 212, 236 Medicare beneficiarie
randomly selected and shared by CMS

Admissions l Low Moderate High 5 %

Age
1in20ch <60
Emergency Dept 0 (1 in 20 chance)

60-69
Hospital Acquired o ‘

70-79
>=80
Conditions 0 Risk score confidence: Good (+/- 2%) (i)

Gender
Male

Female

. . Race
v Factors that contribute to the risk of admission © v Action impact | &k
Hispanic 18%
No pnemonia vaccine Other or
unidentified 20%

3, Why <«— Decreases risk | Increases risk —»

Pnemonia vaccine

People like Steve who had a pnemonia vaccine

Charleson Comorbidity had 3 percent point lower risk. (?) What sources are NOT included?
Index (6_points, 13%) 3 : T K There is no Medicare Part D (medications) data or any
(o AN A TS ) EHR data (labs, physiological data, notes) used in the

Mood Disorders (yes) prediction.

4. How to be that

ED Visits (4)

Active smoker

Smoking cessation

People like Steve who don’t smoke have a 1
percent point lower risk.

<0 1 percent point lower risk )

View Programs

COPD (true)

Age < 80

Risk factor to eliminate Risk improvement
* This is made up patient data. No PHI is included
> ED visits -10%
> Mood disorders -9%

Al for Explainable Healthcare T —

- . . > Smoking 5.H t b th t
Adverse Event Risk Prediction (ﬁf:tv vzrs?on)a

Liao et al. Question-Driven Design Process for Explainable Al User Experiences. (\WWorking paper)
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Design Challenge 2: Gaps between XAl
algorithmic output and human explanations
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Human explanations are b, Al

Contrastive \
| )
Selective e
S Ls
Interactive -3
Tailored for recipients Wl\ |

Liao et al. Questioning the Al: Informing Design Practices for Explainable Al User Experiences. CHI 2020 8
Miller, T. (2019). Explanation in artificial intelligence: Insights from the social sciences. Artificial intelligence



https://arxiv.org/abs/2001.02478

You only bought fruits

Human explanations are [P
e Contrastive 7~ \ Why didn’t you buy me __

Y i % chocolate at Trader Joe’s? /

e &

A

Y-
You went to Whole Foods
.
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Inspecting counterfactual: contrastive feature

Customer: Ana
Assets score: 65
No. Of satisfactory trades: 1

R R Risk of failing
Mo. since account open: 12 Q to repay: high

No. of inquiries: 4
Debt percentage: 50%

°|f {debt |:ercentage A Why was my loan application rejected?
under.u?,o AI}’ . “ How can | improve in the future?

you will no longer be

predicted of high risk Bank customer

Dhurandhar, et al. Explanations based on the missing: Towards contrastive explanations with pertinent negatives. NeurlPS 2018 (CEM:https://
github.com/Trusted-Al/AIX360/blob/master/aix360/algorithms/contrastive/ CEM.py)



https://github.com/Trusted-AI/AIX360/blob/master/aix360/algorithms/contrastive/CEM.py
https://github.com/Trusted-AI/AIX360/blob/master/aix360/algorithms/contrastive/CEM.py

Human explanations are T

e Contrastive \

. = @
e Sclective 5
® |Nnteractive -

e [ailored for recipients | |

“Translation” design: e.g. mimic how experts explain

Liao et al. Questioning the Al: Informing Design Practices for Explainable Al User Experiences. CHI 2020 8
Miller, T. (2019). Explanation in artificial intelligence: Insights from the social sciences. Artificial intelligence



https://arxiv.org/abs/2001.02478

Design Challenge 3: Limitations and Risks of XAl

Just to pick a few...
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—xplanation can lead to unwarranted trust in model

Marital Status: Married, spouse civilian Age: 53
Occupation: Professional & specialty Marital Status: Married, spouse civilian
Race: Asian or Pacific Islander Years of Education: 10
Hours per week: 40 Sex: Male
Sex: Male Race: White
Workclass: Private Workclass: Private
| Years of Education: 10 Occupation: Craft repair
B Age: 27 Hours per week: 36
Base chance Base chance

Figure 11: Screenshots of explanation for cases where the
model had low confidence.

=&-=no info confidence =#- explanation

2y
e
3 72%+ -1
o
<<
c O/ of
5 70%
:°§ e
D 68%+ -
o
]
D 65%-
1%
»
< 62%+ L
| L} | | L]
< no info confidence explanation

Zhang et al. Effect of Confidence and Explanation on Accuracy and Trust Calibration in Al-Assisted Decision Making. FAT* 2020

Poursabzi-Sangdeh,et al.. Manipulating and measuring model interpretability. CHI 2021
Bansal et al. Does the whole exceed its parts? the effect of ai explanations on complementary team performance. CHI 2021



https://arxiv.org/abs/2001.02114

‘Understanding” lies in the recipient

Limits to based solely on automated processin
profiling (Art.22)

Right to be provided with information about the logic
iInvolved in the decision (Art.13 (2) i.and 15 (1) h)

P77

(Nemitz, 2018)
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‘Understanding” lies in the recipient

Limits to based solely on auic
profiling (Art.22)

Right to be provided with Information about the logic
iInvolved in the decision (Art.13 (2) i.and 15 (1) h)

777

(Nemitz, 2018)

Disparity of
experience?

Ghai et al. Explainable Active Learning (XAL): Toward Al Explanations as Interfaces for Machine Teachers. CSCW 2021
Bucinca, at el. To Trust or to Think: Cognitive Forcing Functions Can Reduce Overreliance on Al in Al-assisted Decision-making. CSCW2021



https://arxiv.org/abs/2001.09219

Disparity of experience with XAl

high performer|

¢ low performer

o
o
W

o

Human accuracy

o
o

T T T
AL CL XAL

+ ¢ high need for cog.

low, need for cog.
4- +

Satisfaction

AL CL XAL

Reduce human accuracy due to
unwarranted trust in wrong
predictions

But only for those less familiar
with the domain

Reduce task satisfaction

Ghai et al. Explainable Active Learning (XAL): Toward Al Explanations as Interfaces for Machine Teachers. CSCW 2021

Bucinca, at el. To Trust or to Think: Cognitive Forcing Functions Can Reduce Overreliance on Al in Al-assisted Decision-making. CSCW2021


https://arxiv.org/abs/2001.09219

‘Understanding” lies in the recipient:
pbeyond the toolbox

Nij

XAl techniques

—_éé_ii_
m

Information needs to achieve
understanding of Al:

e General Al knowledge gaps
e Domain knowledge gaps
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‘Understanding” lies in the recipient:
pbeyond the toolbox

XAl techniques

Information needs to achieve

% Sense-making is not just about opening the understanding of Al:

closed box of Al, but also about who is around

the box, and the socio-technical factors that e General Al knowledge gaps
govern the use of the Al system and the decision. |

Thus the 'ability' in explainability does not lie * Domain knowledge gaps
exclusively in the guts of the Al system e “Socially situated understanding”

Ehsan et al. Expanding Explainability: Towards Social Transparency in Al systems.To appear in CHI 2021 8



https://arxiv.org/abs/2101.04719

Towards "social transparency” In Al systems

Customer: Scout Inc. Product: Access Management (SaaS) Product ID (PID): 43523X
Recommendation: Sell at $100 per account per month
Justification: the Al system considered the following components

[0] Quota goals [0] Comparative pricing: what similar customers pay (0] Cost: $55 /account/month

5a2 For this customer, 3 members of your team received pricing recommendations in past sales.

o~©  However, T out 3 have sold at the recommended price. Click to see more details.

Nadi Action: Reject Recommendation o Outcome: No Sale
adia M. °

& Sales Assoc. (AB34) Comment: Long-term profitable customer; main revenue from a different vertical ;
selling at cost price to maintain relationship

W Oct 2 2019

Eric C. ) Action: Accept Recommendation = Outcome: Sale
= _Sales Manager (X289) ! Comment: Recommended price aligned with profit margins; customer felt the price
was fair

i Dec 14,2019

Jess W.

Action: Reject Recommendation S Outcome: Sale
& Sales Director (RE43) Q

Comment: Covid-19 pandemic mode; cannot lose long-term profitable customer;
offered 10% below cost price

& May 6, 2020

When

Ehsan et al. Expanding Explainability: Towards Social Transparency in Al systems.To appear in CHI 2021 8
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=xamples of translation design from XAl algorithms to XAl UX

An under-developed space

e (Choose the right modality to communicate, e.g. visual or text-based

e (Choose the right amount of information or level of granularity, e.g. how many
features or examples

¢ |ntegrate XAl into the overall user workflow and experience. Sometimes it means
to minimize distraction

e [0 achieve understanding, users may require additional information about the
domain (e.g., what a feature means), Al (e.g., what a terminology means), socio-
organizational contexts, etc.

e Sometimes need to link explanations to other evidence or guidelines (e.g., “how-
to” for changing a feature) to support users’ objectives

e Sometimes need to put constraints or revise raw features due to security or
privacy concerns



Human-Centered Al: Beyond explainability

GOVERNMENT REGULATION

INDUSTRY:
Trustworthy Certification:

External Reviews

ORGANIZATION:
Safety Culture:
Organizational Design

Independent Oversight:
Auditing Firms
Insurance Companies
NGOs & Civil Society
Professional Societies

Management Strategies:
Leadership Commitment
Hiring & Training
Failures & Near Misses
Internal Reviews
Industry Standards

(Shneiderman, 2021)
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Vore resources 1or XAl

Toolkits/Libraries

- AIX 360

- Sheldon Alibi
 Oracle Skater

« H20 MLI

« Microsoft Interpret
« PyTorch Captum

Readings

Design guidelines

- Google PAIR:

Explainability+Trust

« SAP Design Guidelines for

Explainability

- IBM Design for Al:

Explainability

- UXAI for Designers

» Lingua Franca: Transparency

- Interpretable ML e-book

* A big list of resources

85


http://aix360.mybluemix.net/
https://github.com/SeldonIO/alibi
https://github.com/oracle/Skater
https://github.com/h2oai/mli-resources
https://github.com/interpretml/interpret
https://github.com/pytorch/captum
https://pair.withgoogle.com/chapter/explainability-trust/
https://pair.withgoogle.com/chapter/explainability-trust/
https://experience.sap.com/fiori-design-web/explainable-ai/
https://experience.sap.com/fiori-design-web/explainable-ai/
https://www.ibm.com/design/ai/ethics/explainability
https://www.ibm.com/design/ai/ethics/explainability
https://www.uxai.design/
https://linguafranca.polytopal.ai/principles/transparency
https://christophm.github.io/interpretable-ml-book/
https://github.com/jphall663/awesome-machine-learning-interpretability

Thank YOU!

Q. Vera Liao
www.gveraliao.com
@QVeraLiao



http://www.qveraliao.com

